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The purpose of this chapter is to address several overarching
methodological issues that transcend individual sectoral and
regional concerns. In so doing, this chapter focuses on five
related questions: How can current effects of climate change be
detected? How can future effects of climate change be anticipated,
estimated, and integrated? How can impacts and adaptations be
valued and costed? How can uncertainties be expressed and
characterized? What frameworks are available for decisionmaking?
In addressing these questions, each section of Chapter 2 seeks
to identify methodological developments since the Second
Assessment Report (SAR) and to identify gaps and needs for
further development of methods and tools.

Detection of Response to Climate Change
by Using Indicator Species or Systems

Assessment of the impacts on human and natural systems that
already have occurred as a result of recent climate change is an
important complement to model projections of future impacts.
Such detection is impeded by multiple, often inter-correlated,
nonclimatic forces that are concurrently affecting those systems.
Attempts to overcome this problem have involved the use of
indicator species to detect responses to climate change and to
infer more general impacts of climate change on natural systems.
An important component of the detection process is the search
for systematic patterns of change across many studies that are
consistent with expectations, based on observed or predicted
changes in climate. Confidence in attribution of these observed
changes to climate change increases as studies are replicated
across diverse systems and geographic regions.

Since the SAR, approaches to analysing and synthesizing existing
data sets from abiotic and biotic systems have been developed
and applied to detection of present impacts of 20th-century climate
change. Even though studies now number in the hundreds,
some regions and systems are underrepresented. However,
there is a substantial amount of existing data that could fill
these gaps. Organized efforts are needed to identify, analyze,
and synthesize those data sets. 

Anticipating the Effects of Climate Change

A wide range of methods and tools are now used and available
for studies of local, regional, and global impacts. Since the
SAR, improvements have included greater emphasis on the use
of process-oriented models and transient climate change
s c enarios, refined socioeconomic baselines, and higher resolution
assessments. Country studies and regional assessments in every

continent have tested models and tools in a variety of contexts.
First-order impact models have been linked to global systems
models. Adaptation has been included in many assessments,
often for the first time. 

Methodological gaps remain concerning scales, data, validation,
and integration. Procedures for assessing regional and local
vulnerability and long-term adaptation strategies require high-
resolution assessments, methodologies to link scales, and dynamic
modeling that uses corresponding and new data sets. Validation
at different scales often is lacking. Regional integration across
sectors is required to place vulnerability in the context of local and
regional development. Methods and tools to assess vulnerability
to extreme events have improved but are constrained by low
confidence in climate change scenarios and the sensitivity of
impact models to major climatic anomalies. Understanding and
integrating higher order economic effects and other human
dimensions of global change are required. Adaptation models
and vulnerability indices to prioritize adaptation options are at
early stages of development in many fields. Methods to enable
stakeholder participation in assessments need improvement.

Integrated Assessment

Integrated assessment is an interdisciplinary process that
c o mbines, interprets, and communicates knowledge from
diverse scientific disciplines in an effort to investigate and
understand causal relationships within and between complicated
systems. Methodological approaches employed in such
a s s e s sments include computer-aided modeling, scenario analyses,
simulation gaming and participatory integrated assessment,
and qualitative assessments that are based on existing experience
and expertise. 

Since the SAR, significant progress has been made in developing
and applying these approaches to integrated assessment, globally
and regionally. However, the emphasis in such integrated
assessments, particularly in integrated modeling, has been on
mitigation; few existing studies have focused on adaptation
and/or determinants of adaptive capacity. Methods designed to
include adaptation and adaptive capacity explicitly in specific
applications need to be developed. 

Costing and Valuation

Methods of economic costing and valuation rely on the notion
of opportunity cost of resources used, degraded, or saved.
Opportunity cost depends on whether the market is competitive
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or monopolistic and whether any externalities are present. It
also depends on the rate at which future costs are discounted,
which can vary across countries, over time, and over generations.
The impact of uncertainty also can be valued if the probabilities
of different possible outcomes are known. Public and nonmarket
goods and services can be valued through willingness to pay
for them or willingness to accept compensation for lack of them.
Impacts on different groups, societies, nations, and species
need to be assessed. Comparison of alternative distributions of
welfare across individuals and groups within a country can be
justified if they are made according to internally consistent norms.
Comparisons across nations with different societal, ethical, and
governmental structures cannot yet be made meaningfully.

No new fundamental developments in costing and valuation
methodology have taken place since the SAR. Many new
applications of existing methods to a widening range of climate
change issues, however, have demonstrated the strengths and
limitations of some of these methods. For example, many
c o ntingent valuation studies have raised questions about the
reliability of such evaluations. Similarly, more attention is now
paid to the limitations of methods that underlie efforts to reduce
all impacts to one monetary value and/or to compare welfare
across countries and cultures. Multi-objective assessments are
preferred, but means by which their underlying metrics might
more accurately reflect diverse social, political, economic, and
cultural contexts need to be developed. In addition, methods
for integrating across these multiple metrics are still missing
from the methodological repertoire.

Treatment of Uncertainties

The Earth’s linked climate and social-natural systems are very
complex; thus, there are many unresolved uncertainties in nearly
all aspects of the assessment of climatic impacts, vulnerabilities,
and adaptation. Subjective judgments are inevitable in most
estimates of such complex systems. Since the SAR, more

c o nsistent treatment of uncertainties and assessment of biases
in judgments have been attempted. Progress also has been made
in developing methods for expressing confidence levels for
estimates, outcomes, and conclusions, based on more consistent
quantitative scales or consistently defined sets of terms to
describe the state of the science. Notable attempts to provide
“traceable accounts” of how disaggregated information has
been incorporated into aggregated estimates have been made,
but more work is needed. Greater attention to eliminating
inconsistent use of confidence terms or including a full range of
uncertainty for key results is still needed in future assessments.
Whereas significant progress on issues of uncertainty has been
achieved in the context of impacts and vulnerability, a major
challenge now lies in addressing uncertainties associated with
adaptability.

Decision Analytic Frameworks

Policymakers who are responsible for devising and implementing
adaptive policies should be able to rely on results from one or more
of a diverse set of decision analytical frameworks. Commonly
used methods include cost-benefit and -effectiveness analyses,
various types of decision analysis (including multi-objective
studies), and participatory techniques such as policy exercises,
but there are many other possible approaches. Among the large
number of assessments of climate change impacts reviewed in
this volume, only a small fraction include comprehensive and
quantitative estimates of adaptation options and their costs,
benefits, and uncertainty characteristics. This information is
necessary for meaningful applications of any decision analytical
method. Very few cases in which decision analytic frameworks
have been used in evaluating adaptation options have been
reported. Greater use of methods in support of adaptation
d e c isions is needed to establish their efficacy and identify
directions for necessary research in the context of vulnerability
and adaptation to climate change.
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2.1. Introduction

In assessing impacts, vulnerability, and adaptation to climate
change, a large array of methods and tools pertain to specific
sectors, scales of analysis, and environmental and socioeconomic
contexts. In this chapter, the term methods refers to the overall
process of assessment, including tool selection and application;
the term tools refers to the formulated means of assessment. It
is not the intent of this chapter to comprehensively canvas this
full array of methods and tools; clearly, such appraisal falls
more properly within the purview of the individual chapters in
this volume. The purpose of this chapter is to address several
overarching methodological questions that transcend individual
sectoral and regional concerns. In so doing, this chapter focuses
on five related questions:

• How can the current effects of climate change be
d e t e c t e d ? Is climate change already having a discernible
effect? One of the key methodological problems is
how to unequivocally identify a climate change signal
in indicators of change in biotic and abiotic systems.
This problem is exemplified in Section 2.2 by focusing
on biological indicators and methodological advances
that have been made since the Second Assessment
Report (SAR). 

• How can the future effects of climate change be
a n t i cipated, estimated, and integrated? Since the SAR,
an explosion of climate change vulnerability and
adaptation studies has occurred around the world,
stimulated in large part by the United Nations
Framework Convention on Climate Change (UNFCCC)
and its national reporting requirements, as well as the
availability of international donor support to non-Annex
I countries. Section 2.3 reflects on methodological
developments and needs for such vulnerability and
adaptation studies, and Section 2.4 focuses on methods
for regional and cross-sectoral integration.

• How can impacts and adaptations be valued and
costed? Ultimately, decisions to avoid or reduce the
adverse effects of climate change (or enhance the
b e n e f i t s ) require some means of appraisal (monetary
or otherwise) of projected impacts and alternative
adaptation options. Section 2.5 reviews various methods
for valuing and costing, including issues of nonmarket
effects, equity, integration, and uncertainty.

• How can uncertainties be expressed and characterized?
From the science of climate change to assessments of
its impacts, uncertainties compound, resulting in a
“cascade of uncertainty” that perplexes decisionmaking.
Section 2.6 canvasses the problems of, and methods
f o r, incorporating uncertainty into policy-relevant
assessments.

• What frameworks are available for decisionmaking?
Once adaptations have been valued, the choice of
adaptation requires methods of weighing and balancing
options. Section 2.7 summarizes the main decision
analytic frameworks (DAFs) that can be used in this
context.

In addressing these questions, the following sections seek to
furnish a brief description of the state of methods at hand,
methodological developments that have occurred since the
SAR, and needs and directions for applications and methods
development for the future. Section 2.8 contains concluding
remarks.

2.2. Detection of Response to Climate Change
by Using Indicator Species or Systems

Climate change may cause responses in many human and
n a tural systems, influencing human health (disease outbreaks,
heat/cold stress), agriculture (yield, pest outbreaks, crop timing),
physical systems (glaciers, icepack, streamflow), and biological
systems (distributions/abundances of species, timing of events).
In intensely human-managed systems, the direct effects of
c l imate change may be either buffered or so completely
c o nfounded with other factors that they become impossible to
detect. Conversely, in systems with little human manipulation,
the effects of climate change are most transparent. Systems for
which we have a good process-based understanding of the
effects of climate and weather events, and have had minimal
human intervention, may act as indicators for the more general
effects of climate change in systems and sectors where they are
less readily studied.

2.2.1. Detection in Natural Systems

2.2.1.1. Predicted Physical Responses
to Climatic Warming Trends

The cryosphere is very sensitive to climate change because of
its proximity to melting. Consequently, the size, extent, and
position of margins of various elements of the cryosphere (sea ice,
river and lake ice, snow cover, glaciers, ice cores, permafrost)
are frequently used to indicate past climates and can serve as
indicators of current climate change (Bradley and Jones, 1992;
Fitzharris, 1996; Everett and Fitzharris, 1998). In particular,
former glacier extent is indicative of past glacials and the Little
Ice Age. At high latitudes and high altitudes, ice cores have
provided high-resolution annual (and, in some cases, seasonal)
records of past precipitation, temperatures, and atmospheric
composition. These records stretch back for many hundreds of
years, well before the instrumental period, so they have proven
to be very valuable in documenting past climates. Borehole
measurements provide data on permafrost warming. Later freeze-
up and earlier breakup of river and lake ice is measurable at
high latitudes.

Interpretation of climate change resulting from changes in the
cryosphere is seldom simple. For example, in the case of glaciers,
glacier dynamics and extent are influenced by numerous factors
other than climate. Different response times are observed for
the same climate forcing, so some glaciers can be in retreat
while others are advancing. Changes in glacier size can be
caused by changes in temperature or in precipitation—or even
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a nonlinear combination of both. Similarly, changes in sea ice
can be a result of changes in ice dynamics (winds, currents) as
much as thermodynamics (temperature). Thus, attribution of the
exact nature of climate change from changes in the cryosphere
is quite complicated.

With many measures of the cryosphere, there frequently is
l a rge interannual variability. This makes determination of
p o ssible anthropogenic climate trends difficult to distinguish
from the natural noise of the data. Another problem is that
high-resolution records usually are not available, except from
polar or high-altitude ice cores. Changes in the extent of sea ice
and seasonal snow are best observed with satellites, but such
records are relatively short (from about 1970), so long-term
c l imate change is difficult to distinguish from short-term,
n a tural variability. The first records of cryospheric extent and
changes often come from documentary sources such as old
diaries, logbooks of ships, company records, and chronicles
(Bradley and Jones, 1992). Although these sources are fraught
with difficulty of interpretation, they clearly demonstrate climate
changes such as the medieval warm period and the Little Ice
Age (see Section 5.7, Chapter 16, and Section 19.2).

2.2.1.2. Predicted Biological Responses
to Climatic Warming Trends

All organisms are influenced by climate and weather events.
Physiological and ecological thresholds shape species distributions
(i.e., where species can survive and reproduce) and the timing
of their life cycles (i.e., periods of growth, reproduction, and
dormancy) (Uvarov, 1931; MacArthur, 1972; Precht et al., 1973;
Weiser, 1973; Brown et al., 1996; Hoffman and Parsons, 1997;
Saether, 1997) In the face of a local environmental change,
such as a systematic change in the climate, wild species have
three possible responses: 

• Change geographical distribution to track environmental
c h a n g e s

• Remain in the same place but change to match the new
environment, through either a plastic or genetic response
[ a plastic response is a reversible change within an
i n d ividual, such as a shift in phenology (timing of
growth, budburst, breeding, etc.); a genetic response is
an evolutionary change within a population over several
generations, such as an increase in the proportion of
heat-tolerant individuals]

• Extinction.

In many individual studies, careful experimental design or
direct tests of other possible driving factors make attribution of
response to climate change possible with medium to high
c o nfidence. These studies address three questions (see Sections
5.4 and 19.2):

• Are changes observed in natural systems during the
20th century in accord with predictions from known
effects of climate and from bioclimatic theory?

• Given that species, communities, and ecosystems are
responding to a complex function of factors, do statistical
analyses identify climatic components that statistically
explain most of the observed change?

• If so, how can these results guide future predictive
models of biotic response to climate change?

Studies of responses to past large-scale climatic changes during
the Pleistocene ice ages and the early Holocene provide a good
basis for predicting biotic responses to current climate change.
Overwhelmingly, the most common response was for a species
to track the climatic change such that it maintained, more or
less, a species-specific climatic envelope in which it lived or
bred. Ty p i c a l l y, a species’range or migratory destination shifted
several hundreds of kilometers with each 1°C change in mean
annual temperature, moving poleward and upward in altitude
during warming trends (Barnosky, 1986; Woodward, 1987;
Goodfriend and Mitterer, 1988; Davis and Zabinski, 1992;
Graham, 1992; Baroni and Orombelli, 1994; Coope, 1995;
Ashworth, 1996; Brandon-Jones, 1996). Extinctions of entire
species, as well as observable evolutionary shifts, were rare.
Phenological shifts may have occurred but cannot be detected
with Pleistocene data.

For very mobile or migratory animals—such as many birds,
l a rge mammals, pelagic fish, and some insects—shifts of species
range occur when individuals move or migration destinations
change. Thus, these movements actually track yearly climatic
fluctuations. In contrast, most wild species, especially plants,
are sedentary, living their lives in a single spot because they have
limited mobility or because they lack behavioral mechanisms
that would cause them to disperse from their site of birth.
Rather than occurring by individual movements, range changes
in sedentary species operate by the much slower process of
population extinctions and colonizations. Intertidal organisms
represent a mix of these two extremes: Adults frequently are
completely sedentary, but many species have free-floating
planktonic larvae. The dispersal of this early life-history phase
is heavily governed by ocean currents. As a result, changes
in distribution are driven by a combination of changes in
strength and pathways of currents as well as general changes in
sea temperature.

2.2.1.3. Bioclimatic Models

A variety of modeling techniques have been used to determine
the strength of association between suites of biotic and abiotic
variables and species distributions. These associations can then
be used to predict responses to environmental change, including
climatic change. Bioclimatic models encompass a wide range
of complexity. The simplest model is described as a “climate
envelope.” It is designed to describe static associations between
a species’ distribution and a single set of climatic variables
(Grinnell, 1924, 1928). Modern statistical analyses and
improved computer power have facilitated determination of
complex suites of climatic and nonclimatic variables that
c o rrelate with the range boundaries for a given species (e.g.,
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software such as BIOCLIM and GARP) (Stockwell and Noble,
1991). These models incorporate biological realism, such as
local adaptation and differences in the nature of range limitations
at different edges. Modern biogeographic models have
d e m o nstrated a high level of predictive power in cross-validation
tests (Peterson and Cohoon, 1999).

2.2.1.4. Strengths and Limitations of Data

In assessing the strengths of studies as indicators of response to
climate change, it is helpful to consider where they lie along axes
of time, space, and replication (numbers of populations, numbers
of species, etc.). To assess changes in species distributions, data
over large geographic areas are important, especially for areas
that represent the boundaries of a species’ range or migratory
destination. To assess trends through time, frequent (yearly is
ideal) observations over many decades are most informative.
And to assess the generality of the result, good replication is
necessary, with many populations/census sites per species to
indicate distributional changes within species or many species
per community to indicate community shifts. 

2.2.1.5. Data and Response Types

Ranges of migratory or mobile species can be very sensitive to
climate when individuals show an immediate response in their
migratory destinations. As with climatic data itself, one then
needs long time series to distinguish year-to-year variation
(noise) from long-term trends. Distributions of sedentary
species have an inherent lag time stemming from limited
d i spersal abilities. Neither the numbers of populations nor the
geographic location of the range limit may fluctuate strongly
between adjacent years, and detectable shifts in species ranges
may take decades or even centuries. In such cases, data often
are not continuous through time, although data for a single year
can be taken as representative of the state of the species during
the surrounding multi-year period. 

In addition to these shifts in species distributions, a suite of more
subtle “plastic” responses allow organisms to adjust seasonally
to natural variations of climate. Phenological changes—that is,
shifts in the timing of events—can be assessed. These events
include dates of budburst, flowering, seed set, fruit ripening,
hibernation, breeding, and migration (Yoshino and Ono, 1996;
Bradley et al., 1999; Menzel and Fabian, 1999). Changes in
phenologies can be detected in a wide variety of organisms, but
this requires studies conducted over several years, in which
weekly or daily observations should be made before and during
the target event (e.g., flowering). Remote-sensing data have the
advantage that they can be analyzed for such effects years after
the events, but they are limited to very general, community-
wide questions such as dates when the ground begins to turn
“green” from spring growth. They indicate trends only for the
past 30 years because satellites with suitable detection equipment
have been in place only since the early 1970s (Myneni et al.,
1997). There are very long-term records (i.e., centuries) in a

few unusual cases (Lauscher, 1978; Hameed, 1994; Sparks and
Carey, 1995), but most monitoring data also are in the realm of
the past 30 years (see Sections 5.4 and 19.2).

A different type of rapid response—probably nongenetic—is
exemplified by changes in body size of small mammals and
lizards (Sullivan and Best, 1997; Smith et al., 1998). Body size
becomes smaller with general warming and larger with either
cooling or increased variability of climate. This source of
information has been studied with reference to historical climate
(Morgan et al., 1995; Hadly, 1997; Badgley, 1998); it has been
unexplored with respect to current trends and should be given
greater attention.

Attribution of an observed biological trend to effects of climate
change rests on several grounds (Easterling et al., 2000; Parmesan
et al., 2000), namely:

• Known fundamental mechanistic links between thermal/
precipitation tolerances and species in the studies

• A l a rge body of theory that links known regional climate
changes to observed biotic changes

• Direct observations of climate effects in some studies.

2.2.2. Interpretation of Causation from Correlative Data

2.2.2.1. Lines of Evidence

Attribution of observed changes in natural systems to the eff e c t s
of climate change is analogous to attribution of anthropogenic
greenhouse gases (GHGs) as causal factors of recent climate
trends. Within the climate realm, the lines of evidence are as
follows:

1) Knowledge of fundamental processes of atmospheric
forcing by different gases and radiative features

2) Geological evidence that shows changes in particular
atmospheric gases associated with changes in global
climate

3) General circulation models (GCMs) that accurately
“predict” climatic trends of the 20th century, based on
fundamental principles of atmospheric forcing

4) Analyses of global mean temperature and precipitation
records that indicate large variances within and among
station data as a result of genuine climate variance, as
well as errors and biases resulting from instrument change,
location changes, or local urbanization. There are large
d i fferences in the length of records because stations have
been added over the century. Total record length may
vary widely. This necessitates large-scale analyses that
average the effects over many hundreds or thousands of
stations so that the true climate signal can emerge.

Analogs in the biological realm are as follows:

1) Knowledge of fundamental responses of organisms to
climate and extreme events. This knowledge is based
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on experimental work in the laboratory on physiological
thresholds and metabolic costs of different thermal/
water regimes, as well as experimental work in the field
on ecological thresholds and fitness costs of different
temperature/water treatments. In addition to these
c o ntrolled, manipulated experiments, there are onsite
observations of individuals and populations before and
after particular weather events (e.g., documentation of
population evolution of body size in birds caused by a
single winter storm or a single extreme drought, or
p o pulation extinctions of butterflies caused by a single
midseason freeze or a single extreme drought year). T h e
biological community generally accepts the assertion
that climate is a major influence on the abundances and
distributions of species.

2) Geological evidence that shows changes in global mean
temperature associated with changes in the distributions
of species. Species’ ranges typically shifted toward
the poles by about 400–2,000 km between glacial and
interglacial periods (change of 4°C).

3) Ecological and biogeographic theory and models that
accurately “predict” current distributions of species,
based on fundamental principles of climatic tolerances.

4) Analyses of biological records starting from the 1700s,
when the first researchers began to systematically
record the timing of biological events and the locations
of species. There are some variances within and among
the historical records for any given species or locality
as a result of genuine variance of the biological trait as
well as small errors resulting from changes in the
recorder, methods of recording, local urbanization, and
other landscape changes. There are large differences in
the length of records because interest in taking such
records gradually has increased over the centuries.
Total record length may vary from 300 to <10 years.
This necessitates large-scale syntheses that assess the
effects over many hundreds of species or studies so that
any true global climate signal can emerge.

2.2.2.2. Complex Systems and Responses

Interpretation of changes in marine organisms is difficult
because of the strong influence of oceanic currents on dispersal
and local temperatures. As the links between ocean currents
and atmospheric conditions become better understood, linking
changes in marine biota to climate change will become easier.

Tree rings provide long series of yearly data spanning centuries,
and data are easily replicated across taxa and geographic
regions. The width of an annual ring indicates growth for that
year, but growth is affected by disease, herbivory, acidification,
nitrification, and atmospheric conditions [carbon dioxide (CO2) ,
ozone (O3), ultraviolet (UV) radiation], as well as by yearly
c l imate (Bartholomay et al., 1997; Jacoby and D’Arrigo, 1997;
Briffa et al., 1998). Correlative studies can be conducted to
assess the relative impacts of different climatic variables on tree
rings by focusing on the 20th century, for which independent

climate data exist. If the correlations are strong, one can then
attempt to reconstruct past climates (prior to the existence of
climate stations) from the derived relationship. One cannot
d i stinguish the primary cause of changes in ring width in any
single case (Vogel et al., 1996; Brooks et al., 1998). However,
because excellent geographic replication is possible, these
complex causal factors can be statistically reduced to those
with very large-scale effects; general global climatic conditions
are one of the few factors that could simultaneously affect very
distant organisms (Feng and Epstein, 1996; Tessier et al., 1997;
Briffa et al.,1998). 

F i n a l l y, an evolutionary response (a genetic change in a population/
species) is possible (Berthold and Helbig, 1992; Rodríguez-
Trelles et al., 1996, 1998a). Modern molecular techniques make
it possible to sequence DNA from small samples taken from
museum specimens, which could then be compared to the
DNA of current populations. Unfortunately, for most species,
scientists do not yet know which genes are associated with
c l imatic adaptations, so this method cannot provide useful data
for more than a handful of species that have been intensively
studied genetically (Rodríguez-Trelles et al., 1996; Rodríguez-
Trelles and Rodriguez, 1998).

2.2.2.3. Methodological Considerations

Studies that relate observed changes in natural biota to climatic
changes are necessarily correlational. It is not possible to
address this question through a standard experimental
approach, so direct cause-and-effect relationships cannot be
established. However, the level of uncertainty can be reduced
until it is highly unlikely that any force other than climate
change could be the cause of the observed biotic changes.
Studies can reduce uncertainty in three ways:

• Maximize statistical power
• Design to control for major confounding factors
• For confounding factors that remain, directly analyze

whether they could explain the biotic changes and, if
so, quantify the strength of that relationship.

Statistical power is gained by using:

• Large sample sizes (numbers of populations/numbers
of species)

• Data gathered over a large region
• Studies conducted over multiple regions
• Studies conducted on multiple taxa (different families,

orders, phyla, etc.)
• Selecting populations or species without a priori

knowledge of changes to minimize sample bias
• Data gathered over a long time period such that bi-

directional responses to opposite climatic trends may
be detected.

Confounding factors can be addressed in a correlational study.
Biologists know that many nonclimatic anthropogenic forces
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affect population dynamics, community stability, and species
distributions. These forces fall largely under the main headings
of land-use change, hydrological changes, pollution, and invasive
species. The term “land-use change” comprises a suite of
human interventions that eliminate or degrade natural habitats,
leading to loss of species that are dependent on those habitats.
Habitat loss can be overt destruction, as occurs with urbanization,
conversion to agriculture, or clear-cut logging. Habitat degradation
is more subtle; it usually results from changes in land management,
such as changes in grazing intensity/timing, changes in fire
i n t e n s i t y / f r e q u e n c y, or changes in forestry practices (coppicing,
logging methods, reforestation strategies), as well as irrigation
dams and associated flood control. Loss of habitat by either
means not only causes extinctions at that site but endangers
surrounding good habitat patches by increased fragmentation.
As good habitat patches become smaller and more isolated
from other good patches, the populations on those patches are
more likely to become permanently extinct. 

The main airborne pollutants that are likely to affect distributions
and compositions of natural biotic systems are sulfates, which
lead to acid rain; nitrates, which fertilize the soil; and CO2,
which affects basic plant physiology (particularly the carbon/
nitrogen ratio). Urban areas, in addition to having locally high
amounts of sulfates and nitrates, are artificial sources of heat.
Aquatic and coastal marine systems suffer from runoff of
f e rtilizers and pesticides from agricultural areas and improperly
treated sewage, as well as fragmentation from dams and
d e g r adation resulting from trawling, dredging, and silting. 

These confounding factors cannot be completely eliminated, but
their influences can be minimized by (Parmesan, 1996, 2001;
Parmesan et al., 1999):

• Conducting studies away from large urban or agricultural
areas

• Conducting studies in large natural areas (e.g., northern
Canada, Alaska, areas in Australia)

• Choosing individual sites in preserved areas (national
parks/preserves, field stations)

• Eliminating from consideration extreme habitat specialists
or species known to be very sensitive to slight human
modifications of the landscape.

If a particular confounding factor cannot be greatly minimized,
it should be measured and analyzed alongside climatic variables
to assess their relative effects.

Ideal target species, communities, or systems in which to look
for biotic responses to climate change meet the following criteria
(DeGroot et al., 1995; Parmesan, 2001):

• Basic research has led to a process-based understanding
of underlying mechanisms by which climate affects the
organism or community. This knowledge may come
from experimental laboratory or field studies of behavior
and physiology or from correlational studies between
field observations climatic data.

• The target is relatively insensitive to other anthropogenic
influences, so the effects of possible confounding factors
are minimized.

• Short (decadal) or no lag time is expected between climate
change and response [e.g., tree distributional responses
may have a lag time of centuries, so they may not be ideal
for looking for distributional changes over recent decades
(Lavoie and Payette, 1996)].

• There are good historical records, either from being a
model system in basic research or by having a history
of amateur collecting.

• Current data are available (from monitoring schemes,
long-term research) or are easy to gather.

Use of indicator species or communities is crucial for defining the
level of climate change that is important to natural systems and
for giving baseline data on impacts. However, caution is advisable
when extending these results to predictive scenarios because
the indicators often are chosen specifically to pinpoint simple
responses to climate change. Thus, these studies purposefully
minimize known complexities of multiple interacting factors,
such as:

• The direct effects of CO2 on plants may vary with
t e mperature.

• The outcome of competitive interactions between species
is different under different thermal regimes (Davis et
a l., 1998), and, conversely, competitive environment can
affect sensitivity and response to particular climatic
variables (Cescatti and Piutti, 1998).

• Different species have different lag times for response,
which inevitably will cause the breakup of traditional
communities (Davis and Zabinski, 1992; Overpeck et
al., 1992; Root and Schneider, 1995).

• The ability of wild plant and animal life to respond to
climate change through movement is likely to be hindered
by human-driven habitat fragmentation; those with
lowest dispersal will be most affected (Hanski, 1999).

2.2.3. Detection in Managed Systems

2.2.3.1. Human Health

Because many wild organisms serve as vectors for human
d i seases, and these diseases are very well documented historically
(with records going back hundreds of years), one might think
of using the distribution and intensity of disease occurrence as
an indicator of shifts in wild vector distributions or altered
dynamics of pathogen transmission. Many disease vectors are
known to be strongly influenced by climate (e.g., the anopheline
mosquitoes that carry malaria). 

The problem with using disease records is that the presence of the
vector is necessary but not sufficient to cause disease transmission.
Socioeconomic factors—such as sanitation systems, vaccination
programs, nutritional conditions, and so forth—largely determine
whether the presence of the disease in wild vectors actually
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leads to outbreaks of disease in nearby human populations. In
fact, transmission and virulence of disease are themselves
directly affected by climate. Thus, although disease is a
p o t e ntially important component of climate change impacts, it
is not a useful indicator of the direct effects of climate change
(see Chapter 9 and Section 19.2).

2.2.3.2. Agriculture

Crop plants, like plants in general, are more strongly affected
by the direct effects of increased atmospheric CO2 than are
a n imals. Increased CO2 alters the physical structures and the
carbon/nitrogen balance in plants—which in turn alters the
p l a n t ’s growth rate, yield, susceptibility to pest attack, and
s u sceptibility to water stress. These effects interact with the
effects of climate change itself in complex ways. In addition,
the effects of climate change are buffered in agricultural systems
as farming methods are altered to adjust to current climate
c o nditions (e.g., irrigation practices, crop varieties used) (see
Sections 5.3 and 19.2). A few selected attributes and systems
may be possible indicators of climate change effects. Possible
traits are leafing dates of grapevines in orchard with old stock,
and planting dates of yearly crops in areas that have not
changed seed variety over a given length of time. 

2.2.4. Advances since the SAR and Future Needs

Since the SAR, methods have been developed and applied to
the detection of present impacts of 20th-century climate change
on abiotic and biotic systems. Assessment of impacts on human
and natural systems that already have occurred as a result of
recent climate change is an important complement to model
projections of future impacts. How can such effects be detected?
Such detection is impeded by multiple, often intercorrelated,
nonclimatic forces that concurrently affect those systems. A t t e m p t s
to overcome this problem have involved the use of indicator
species to detect responses to climate change and infer more
general impacts of climate change on natural systems. An
important component of this detection process is the search for
systematic patterns of change across many studies that are
c o nsistent with expectations on the basis of observed or predicted
changes in climate. Confidence in attribution of these observed
changes to climate change increases as studies are replicated
across diverse systems and geographic regions. Even though
studies now number in the hundreds, some regions and systems
are underrepresented. However, there is a substantial amount
of existing data that could fill these gaps. Organized efforts are
needed to identify, analyze, and synthesize those data sets.

2.3. Anticipated Effects of Climate Change

2.3.1. Background

This section outlines recent developments of methods and tools
that are used to anticipate the effects of climate change—the

broad approaches to climate change impact and vulnerability
assessment. It considers future research and development needs,
particularly to facilitate more informed policy decisions. 

Based on interviews with experts and reviews of impacts
methodologies, seven questions frame recent progress and
needs for impacts methods and tools:

1) What are the appropriate scales of analysis for impact
assessments?

2) What should be the baselines for comparison?
3) How should integrated scenarios of climatic and

socioeconomic change be used?
4 ) What are the prospects for assessing the impacts of

c l imatic extremes and variability? 
5) How can transient effects be included in methods and

tools?
6) What is the recent progress in methods for assessing

adaptive capacity?
7 ) How can vulnerability be related to policies for reducing

GHG emissions?

Conclusions are provided in the following subsections; the
s u cceeding subsections provide further insight.

2.3.2. What are the Appropriate Scales of Analysis
for Impact Assessments?

Climate change impact assessments must begin with decisions
about the scope and scale of the assessment: What are the main
policy issues? What and who are exposed to climate change
impacts? What is the appropriate scale—time frame, geographical
extent, and resolution? Considerable progress has been achieved
since the SAR in raising such framing questions at the outset
of an assessment cycle, often in conjunction with representative
stakeholders (see Carter et al., 1994; Downing et al., 2000).

Methods for identifying policy issues include checklists and
inventories, document analysis, surveys and interviews, and
simulations. The process of determining the scope of assessment
should be iterative. The project design should specify what and
who is exposed to climate change impacts—economic sectors,
firms, or individuals. Evaluation of adaptation strategies
should be cognizant of actors involved in making decisions or
suffering consequences.

The choice of temporal scales, regional extent, and resolution
should be related to the focus of the assessment. Often, more
than one scale is required, under methods such as strategic
scale cycling (Root and Schneider, 1995) or multi-level modeling
(e.g., Easterling et al., 1998). Linkage to global assessments
may be necessary to understand the policy and economic context
(e.g., Darwin et al., 1995).

The most common set of methods and tools remains various
forms of dynamic simulation modeling, such as crop-climate
models or global vegetation dynamic models. A m a j o r
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improvement in impact modeling has been applicaton of
process-oriented models, often with geographically explicit
representations, instead of models that are based on correlations
of climatic limits. Data for running and validating models is a
recurrent issue. Intermodel comparisons have been undertaken
in some areas (e.g., Mearns et al., 1999), but much remains to
be done.

Climate change is likely to have multiple impacts across
s e ctors and synergistic effects with other socioeconomic and
environmental stresses, such as desertification, water scarcity,
and economic restructuring. Most studies (especially as reported
in the SAR) have focused on single-sector impacts. Relatively
few studies have attempted to integrate regionally or even
identified segments of the population that are most at risk from
climate change. 

Vulnerability assessment may be one way of integrating the
various stresses on populations and regions arising from climate
change (see Briguglio, 1995; Clark et al., 1998; Huq et al.,
1999; Kaly et al., 1999; Mimura et al., 2000; Downing et al.,
2001). There are some areas in which formal methods for
v u lnerability assessment have been well developed (e.g., famine
monitoring and food security, human health) and applied to
c l imate change. However, methods and tools for evaluating
vulnerability are in formative stages of development.

Further development of methods and tools for vulnerability
assessment appears warranted, especially for the human dimensions
of vulnerability, integration of biophysical and socioeconomic
impacts, and comparison of regional vulnerability. Conceptual
models and applications of the evolution of vulnerability on the
time scale of climate change are required. Formal methods of
choosing indicators and combining them into meaningful
c o mposite indices must be tested. Combining qualitative
insight and quantitative information is difficult but essential to
full assessments. Finally, improved methods and tools should
facilitate comparison of vulnerability profiles between at-risk
regions and populations and highlight potential reductions in
vulnerability, through policy measures or the beneficial effects
of climate change.

2.3.3. What should be the Baseline for Comparison?

Climate change impacts generally are agreed to be the diff e rence
between conditions with and without climate change. However,
there is controversy among researchers about how to set the
baseline for estimating impacts (or evaluating adaptation).

Most studies apply scenarios of future climate change but
e s t imate impacts on the basis of current environmental and
socioeconomic baselines. Although this approach is expedient
and provides information about the sensitivity of current systems,
it skirts the issue of evolving sensitivity to climatic variations
(Parry and Carter, 1998). Even without climate change, the
environment and societal baselines will change because of
ongoing socioeconomic development and, with climate change,

because of system responses and autonomous adaptation (e.g.,
as described for Bangladesh—Warrick and Ahmad, 1996).
Strictly speaking, the effects of climate change should be
e v a luated by taking the moving baseline into account (further
discussion on socioeconomic, climate, and sea-level rise
s c enarios appears in Chapter 3).

Given the uncertainty of the future and the complexity of the
various driving forces affecting any given exposure unit, a
wide range of different assumptions about future baselines is
plausible. The emission scenarios in the Special Report on
Emissions Scenarios (SRES) reflect this perspective and are
based on multiple projections of “alternative futures” (see
Chapter 3). Framing local concerns for adaptation to changing
risks may require exploratory scenarios, extending the coarse
driving forces inherent in the SRES suite. For example, coping
with water shortages in Bangladesh is sensitive to scenarios of
regional collaboration with India and Nepal (e.g., Huq et al .,
1999). For vulnerability and adaptation assessment, there is
l i ttle apparent consistency regarding elements or procedures
for development of these future baselines, including who is
exposed, how to select sensitive sectors, and the drivers of
social and institutional change at the scale of stakeholders
exposed to climate impacts. 

2.3.4. How should Integrated Scenarios of Climatic and
Socioeconomic Change be Used?

As a result of time lags in the impact assessment research
cycle, impact assessment studies included in this T h i r d
Assessment Report (TAR) do not necessarily employ the set of
Intergovernmental Panel on Climate Change (IPCC) reference
scenarios outlined in Chapter 3. This time lag is unavoidable
because it takes almost half a year to define emissions of GHG
after setting socioeconomic scenarios. Following that, it usually
takes several months to produce local climate change data used
in impact assessment studies. Thus, most of the impact studies
reported in the TAR are based on the set of IS92 emission
s c enarios developed for the IPCC in 1992 and included in the
SAR (e.g., Parry and Livermore, 1999). 

To assist researchers, the IPCC took the initiative to create the
IPCC Data Distribution Centre (<http://ipcc-ddc.cru.uea.ac.uk/>)
and posted the SRES scenarios on the Consortium for
International Earth Science Information Network (CIESEN)
Web site (<http://sres.ciesin.org/index.html>). The IPCC is
responsible for distributing consistent scenarios, including
socioeconomic trends and regional climate change data.
Consistent use of common scenarios provides a consistent
r e ference for comparing and interpreting the results of diff e r e n t
studies. 

Vulnerability assessments can be conducted on temporal and
spatial scales where the effects of climate change could feed
back to GHG emissions and climatic changes. In such cases,
there may be reason to ensure that scenarios of climate change
that are based on GHG emissions and scenarios of changing
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social, economic, and technological conditions are consistent.
This is essential for global assessments and integrated assessment
(see Section 2.4). It may not be as critical for studies of local
adaptation where there is little feedback between mitigation
and adaptation, particularly over a typical planning horizon of
several decades. Downscaling the global reference scenarios
to local socioeconomic and political conditions remains a
s i gnificant methodological challenge.

2.3.5. What are the Prospects for Assessing the Impacts
of Climatic Extremes and Variability?

Discrete climatic events cause substantial damage. Heavy losses
of human life, property damage, and other environmental
d a mages were recorded during the El Niño-Southern
Oscillation (ENSO) event of 1997–1998. Details are reported
in the regional chapters on Africa, Asia, and the Americas, and
Chapter 8 assesses the damages from a financial services
p e rspective. For many policymakers and stakeholders, the
impacts of climatic extremes and variability are a major concern
(Downing et al., 1999b). The uneven impacts of climatic hazards
raises humanitarian concerns for development and equity.

An increase in variability and frequency of extreme events could
have greater impacts than changes in climate means (e.g., Katz
and Brown, 1992; Mearns, 1995; Semenov and Porter, 1995;
Wang and Erda, 1996). Extreme events are a major source of
climate impacts under the present climate, and changes in
extreme events are expected to dominate impacts under a
changing climate (see Section 12.1).

Methodological issues concerning extreme events in the context
of climate change include developing climate scenarios,
e s t imating impacts, evaluating responses, and looking at
l a rg e -scale effects.

2.3.5.1. Developing Scenarios of Changes
in Variability and Extreme Events

Working Group I discusses methodologies for estimating
changes in variability from the results of GCMs (see Sections
9.3.2 and 13.4.2). Despite certain shortcomings, GCMs can
provide estimates of trends in climatic variability (TAR WGI
Section 9.1.5). Using extreme events from historical data as
analogs also is useful.

The frequency of extreme events is likely to change as mean
values shift, even without changes in variability. Chapter 3
reviews potential changes in different climatic elements (see
Table 3-10).

From the instrumental record, some regional changes in
extremes have been identified, although it is difficult to say
whether they are related to GHG-induced climate change. For
example, there has been a recent increase in heavy and extreme
precipitation in the mid to high-latitude countries of the northern

hemisphere, and in several regions of east Asia a decrease in
the frequency of temperature extremes together with heavy and
extreme precipitation have been observed (see TAR WGI
Chapter 2). 

2.3.5.2. Estimating First-Order Impacts

Many models that validate well for present climate conditions
may not respond realistically to future climatic conditions and
subsequent changes in extreme events. For some sectoral
impacts, however, methods for evaluating a system’s response
to changes in variability change are improving. One example is
estimation of changes in flooding by using 10-year return
p e r iods given by transient GCMs and applied to a watershed
model (Takahashi et al., 1998).

2.3.5.3. Analyzing Institutional and Stakeholder Responses

Because of nonlinear relationships, an increase in variability
can result in a substantial increase in the frequency of extreme
impacts. If a climate element exceeds an acceptable risk
threshold (e.g., when the design risk threshold for water storage
is exceeded and water shortage is experienced with higher
f r equency), vulnerability will become “unacceptable.” One issue
in adaptation is the level at which to set acceptable risks in the
future. Stakeholder-determined thresholds are an emerging
area of research in Australia (see Section 12.1), and methods to
evaluate stakeholder and institutional learning in response to
changing climatic hazards are being developed (see Bakker
et al., 1999; see also <http://www.eci.ox.ac.uk>). Decision
analytical techniques are described below (Section 2.7). An
alternative is an inverse approach that focuses on sensitivity to
present risks, characterization of the kinds of changes in hazards
that would have large effects, and evaluation of response
capacities (Downing et al., 1999a).

Research on discrete climatic events is an area that also needs
further research. Present GCM resolutions have not achieved
the ability to estimate the intensity, route, and frequency of
d i screte events such as hurricanes (or tropical cyclones) (TAR
WGI Sections 9.3.6 and 13.4.2.2). Though there are some
i n d ications from GCMs that ENSO-like conditions will
become more persistent with global warming (Timmermann et
a l ., 1999), it is still difficult to incorporate these estimates
into vulnerability assessments (TAR WGI Sections 9.3.6.3 and
13.4.2.1). 

Empirical/analog methods are suitable for assessment of discrete
events. Such methods were applied for detailed analyses of
damages incurred by ENSO in 1997–1998, as well as the 1998
cyclones in Bangladesh. This method is applied to “if-then”
(i.e., if climate change occurs, then such and such impacts may
be induced) simulations. For example, analogs from the 1930s
Dust Bowl period detailing water shortages and reductions in
agriculture yields have been used to simulate the impacts of
climate change in the U.S. corn belt (Rosenberg, 1993). 
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2.3.5.4. Large-Scale Effects

Because unique or singular events, referred to as fiasco scenarios
(see Section 19.5.3.3)—such as changes in the thermohaline
circulation (Broecker, 1997) and potential destabilization of
the West Antarctic Ice Sheet (Oppenheimer, 1998)—have not
been proven implausible, there is a need for further studies of
potential catastrophic events and unacceptable impacts.
However, limited knowledge of such large-scale impacts poses
a challenge; to date, systematic vulnerability assessments have
not been carried out. 

2.3.6. How can Transient Effects be Included
in Methods and Tools?

Transient climate scenarios are now widely used in impact
assessment—an improvement on earlier use of equilibrium
c l imate scenarios (even if scaled to temporal projections) (see
Chapter 3). A corresponding shift from static to dynamic,
process-oriented impact models is apparent (as shown in the
sectoral chapters).

Many models applied for predicting climate change effects on
the behavior of an exposure unit are derived from equilibrium
models. These include many basin watershed models, crop
models for potential agricultural productivity, and potential
vegetation models. With such models, the change effected on the
unit at a fixed point in time is estimated, ignoring potentially
relevant processes of change.

Systems often consist of elements with different time responses
to climate change. This means that the present equilibrium will
not be maintained in the next point of time. The velocity of
change is a key factor in deciding this transient pattern.

Some terrestrial biosphere research illustrates that the world’s
biomes will not shift as homogeneous entities in response to
changing climate and land use (see Section 5.2.1). Competition
between individuals and species, modified disturbance regimes
(e.g., fires, windstorms), and migration of species all lead to
significant time lags in biospheric responses. Furthermore, if
mortality from increased disturbance occurs faster than regrowth
of other vegetation, there will be a net release of carbon to the
atmosphere, which will change climate forcing. Responses
may be a function of spatial scale as well. Dynamic global
v e getation models illustrate the shift to transient, scalable
impact models (e.g., Woodward et al., 1995). 

To ensure a temporally sensitive assessment, impact models
should include the different time responses of the system. For
example, impacts of malaria depend on human tolerance to
repeated infection (Martens et al., 1999). A l t e r n a t i v e l y, the value
of climate change damages could be related to the rate of change
rather than solely to the magnitude of climate change (Tol and
Fankhauser, 1996). Understanding of the temporal interactions
between climate change, impacts, and responses in a truly
t r a nsient methodology is still a major methodological challenge.

2.3.7. What Recent Progress has been Made
in Assessing Adaptive Capacity?

In recent years, assessment of adaptive capacity has emerged
as a critical focus of attention, for two reasons: the realization
that the Kyoto Protocol is inadequate to prevent substantial
changes in climate, and the rising expectation that social and
natural systems can cope with climate change, at least within
limits, and that adaptation is a viable option to reduce GHG
emissions. 

Although there are numerous examples of model calculations
for adaptive shifts in flora, far less attention has been paid to
assessing the adaptability of the system as a whole (e.g., White
et al., 1999). In contrast with other phenomena, such as changes
in the water cycle, changes in natural ecosystems are related to
a long-term process of adaptation and extinction. As noted
above, transient climate change scenarios have become a
m a i nstream research procedure.

The recent literature concerned with the impacts of climate
change on the managed environment [e.g., on agriculture (see
Section 5.3) and coastal zones (see Section 6.7)] generally
c o nsiders adaptive strategies (e.g., Rosenzweig and Parry,
1994). Water management, for example, has a long history of
evaluation of strategies for adapting to climate change and
variation (Frederick et al., 1997). However, adaptation often
is approached narrowly in terms of technological options.
Adaptation p ro c e s s e s—including the environmental, behavioral,
economic, institutional, and cultural factors that serve as
b a r r iers or incentives to adaptation over time—often are not
considered. 

Five methodological directions could enhance future work on
adaptation (see Chapter 18). First, methods for increasing
understanding of the relationship between adaptation, individual
decisionmaking, and local conditions are required. For example,
adaptation by farmers could avoid more than half of the potential
impacts of climate change on agriculture (e.g., Darwin et al.,
1995; El-Shaer et al., 1997). The mix of appropriate measures
depends, however, on the local context of soils, climates,
e c onomic infrastructure, and other resources (Rosenzweig and
Tubiello, 1997) and how they are perceived by farmers.
Assessments of adaptation could address these issues of site-
scale characteristics and local knowledge, perhaps through
p a rticipatory methods (e.g., Cohen, 1997, 1998) or interviews
and expert opinion (as in the UK Climate Impacts Programme—
Mackenzie-Hedger et al., 2000; see <http://www.ukcip.org>).

Second, interactions across scale are likely to be significant for
adaptation. In the agricultural sector, for example, adaptive
strategies are influenced by multi-scale factors—at the farm,
national, and global levels—and their integration into
d e c isionmaking. Methods and tools for examining these multi-
scale interactions and their implications for adaptation are
required, such as multi-level modeling (Easterling et al., 1998),
integrated assessment (see Section 2.4), and agent-based
s i m ulation (Downing et al., 2000).
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Third, specific measures (such as changing planting dates and
cultivars) and longer term adaptation strategies and processes
(such as monitoring and research) need to be addressed. Many
studies focus on the former; assessing the latter is a major
methodological challenge.

Fourth, comparative frameworks are required for assessing the
priority of adaptation strategies across populations, regions,
and sectors, in addition to evaluating specific measures.
Fankhauser (1998) devised a list of adaptation policy options,
discussed conceptual issues of economic evaluation, and
i l l u strated typical cost/benefit calculation methods. Section
2.5 considers the use of economic evaluation methods, but
nonmonetary frameworks are alternatives (see Huq et al.,
1999, for a case example). Issues of equity and valuation on
indirect benefits and costs are salient.

Fifth, adaptation to extremes and variability already are important
areas of assessment (see above) but need to be more explicitly
tied to longer term climate change.

Sixth, stakeholder evaluation of adaptation strategies and
m e asures is required—for example, using decision analytical
tools, as noted in Section 2.7. Indicators of vulnerability could
be used to monitor the effectiveness of adaptative strategies
and measures (see Downing et al., 2001).

2.3.8. How can Vulnerability Assessments be Related to
Policies for Reducing GHG Emissions? 

One approach to mitigation policy is to evaluate targets for reducing
GHG emissions on the basis of reductions in vulnerability,
rather than GHG concentrations or similar indirect measures of
dangerous climate change. By applying existing methods for
impact analysis, it is possible to invert the assessment procedure
and start with defined sets or windows of impacts that are
judged to be tolerable for humankind. This procedure results in
emission corridors that embrace all future GHG emissions that
are compatible with changes defined to be tolerable—the “safe
landing” approach (WBGU, 1995; Alcamo and Kreileman, 1996;
Petschel-Held et al., 1999). This approach can be extended to
include economic, social, or equity aspects—that is, to define
tolerable windows for climate-related facets of these sectors
and obtain emission corridors that simultaneously satisfy all
possible windows (Toth et al., 1997).

Such approaches require that climate impacts should be
d i ff e rentiated between smooth changes and thresholds that
mark abrupt shifts in the system’s functioning. In the latter case,
the definition of tolerable windows appears to be quite obvious:
Damaging, abrupt shifts should be avoided. In the case of
smooth changes, specification of tolerable windows is more
difficult, confounded in part by uncertainty about adaptation. 

Normative decisions on tolerable windows must be a consultative
process involving scientists in close cooperation with stakeholders,
decisionmakers, nongovernmental organizations (NGOs), and

others. There are various designs for this participatory process,
such as policy exercises (Toth, 1986, 1988a,b) or what is known
as the Delft Process (van Daalen et al., 1998). Nevertheless,
specification of windows remains somewhat arbitrary and
preferably is used as an assumption in an “if-then” analysis
rather than as an ultimate specification. 

Methodological challenges include development and validation
of reduced-form models, devising robust damage functions,
identifying thresholds in adaptive systems, and concerns for
equity in relating the distribution of impacts to systemic
v u lnerability.

2.4. Integrated Assessment

Policymakers require a coherent synthesis of all aspects of
c l imate change. Researchers have spent the past decade
d e v e loping integrated assessment methods to meet these needs
of policymakers. An overview of the framework, including
examination of impact and vulnerability, is in the SAR (We y a n t
et al., 1996). In addition, Rotmans and Dowlatabadi (1998)
have concentrated on the broader social science components of
integrated assessment; as a result, they came closer to presenting
a view within which impacts and adaptation might be most
fully investigated with and without relying on models. They
assert, “Integrated assessment is an interdisciplinary process of
combining, interpreting, and communicating knowledge from
diverse scientific disciplines in such a way that the whole set
of cause-effect interactions of a problem can be evaluated.”
Current integrated assessment efforts generally adopt one or
more of four distinct methodological approaches:

• Computer-aided modeling in which interrelationships
and feedbacks are mathematically represented, sometimes
with uncertainties incorporated explicitly (see Chapter 19)

• Scenario analyses that work within representations of
how the future might unfold [the MINK study, based on
a climate analog of the dust bowl climate of the 1930s,
is a classic example (see Rosenberg, 1993, for details)]

• Simulation gaming and participatory integrated assessment,
including policy (see Parson and Ward, 1998, for a careful
review)

• Qualitative assessments that are based on limited and
heterogeneous data and built from existing experience
and expertise. Cebon et al. (1998) contains a collection
of papers that offer similar qualitative coverage; their
insights can serve as the basis for a long-run research
agenda that looks for regions and sectors in which
uncertain futures most significantly cloud our view of
where and when impacts might be most severe.

Schneider (1997) has developed a taxonomy of integrated
assessments that creates an historically rooted taxonomy of
modeling approaches. It begins with “premethodogical
a s s e s sments” that worked with deterministic climate change,
with direct causal links and without feedbacks. It ends with
“fifth-generation” assessments that try to include changing values
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explicitly. In between are three other stages of development,
differentiated in large measure by the degree to which they
integrate disaggregated climate impacts, subjective human
responses, and endogenous policy and institutional evolution.

Methodological bias is an issue in interpreting the results of
integrated assessments, as it is in every research endeavor.
Schneider (1997) also warns that models composed of many
submodules adopted from a wide range of disciplines are
p a rticularly vulnerable to misinterpretation and misrepresentation.
He underscores the need for validation protocols and explorations
of predictability limits. At the very least, integrated assessments
must record their underlying value-laden assumptions as
t r a n sparently as possible. Including decisionmakers and other
citizens early in the development of an assessment project can
play an essential role in analytical processes designed to produce
quality science and facilitate appropriate incorporation of their
results into downstream decisions. 

In the past decade, several research teams have been working on
the development of such frameworks (see Tol and Fankhauser,
1998, for a compendium of current approaches). Known as
integrated assessment models (IAMs), these frameworks have
been used to evaluate a variety of issues related to climate
p o licy. Although the current generation of IAMs vary greatly,
in scope and in level of detail, they all attempt to incorporate
key human and natural processes required for climate change
policy analysis. More specifically, a full-scale IAM includes
submodels for simulating:

• Activities that give rise to GHG emissions
• The carbon cycle and other processes that determine

atmospheric GHG concentrations
• Climate system responses to changes in atmospheric

GHG concentrations
• Environmental and economic system responses to

changes in key climate-related variables.

Although IAMs provide an alternative approach to impact
assessment, it is important to note that there is no competition
between such integrated approaches and the more detailed
s e ctoral and country case studies discussed in preceding
s e ctions. Each approach has its strengths and weaknesses and
its comparative advantage in answering certain types of
q u e stions. In addition, there are considerable synergies between
the two types of studies. Integrated approaches depend on more
disaggregated efforts for specification and estimation of aggregate
functions and, as such, can be only as good as the disaggregated
efforts. Reduced-form integrated approaches make it relatively
easy to change assumptions on the “causal chain.” That is, one
can identify critical assumptions upon which a policy analysis
might turn.

In conducting such sensitivity analyses, one can identify where
the value of information is highest and where additional research
may have the highest payoff from a policy perspective. This
can provide some useful guidance to the impacts community
about where to direct their efforts to resolve uncertainty. At the

same time, integrated models become more useful as uncertainty
is narrowed (through the contributions of partial impact
a s s e s sments); hence, the reduced-form representations become
more realistic.

2.4.1. Integrated Assessment Analyses

There are many different approaches within the family of
i n t egrated models. This diversity is important for a balanced
understanding of the issues because different types of models
can shed light on different aspects of the same problem. For
example, many analyses start with a particular emissions baseline
and examine the economic and ecological implications of
meeting a given emissions target (e.g., Alcamo, 1994; Edmonds
et al., 1997; Morita et al., 1997b; Murty et al., 1997; Yohe, et
al., 1998; Jacoby and Wing, 1999; Nordhaus and Boyer, 1999;
Tol, 1999a,b; Yohe and Jacobsen, 1999). In such analyses,
impacts are first assessed under a so-called “business-as-usual”
or reference-case scenario. The analysis is then repeated with a
constraint on the future. The change in impacts represents the
climate-related benefits of the policy.

Other approaches select a different starting point. For example,
Wigley et al. (1996) begin with atmospheric CO2 c o n c e n t r a t i o n s
and explore a range of stabilization targets. For each target they
employ “inverse methods” to determine the implications for
global CO2 emissions. Recognizing that a particular concentration
target can be achieved through a variety of emission pathways
and that impacts may be path-dependent, they identify the
implications of the choice of emissions pathway on temperature
change and sea-level rise. 

Two other approaches—“tolerable windows” (Toth et al., 1 9 9 7 ;
Yohe, 1997; Petschel-Held et al., 1999; Yohe and Toth, 2000)
and “safe corridors” (Alcamo et al., 1998)—also utilize inverse
methods but begin further down the causal chain. Here the
focus is on the range of emissions that would keep emission
reduction costs and climate change impacts within “acceptable”
limits. Working with policymakers, the analysts identify the set
of impacts for consideration. Bounds are specified, and the cost
of achieving the objective is calculated. If mitigation costs are
deemed too costly, policymakers have the opportunity to relax
the binding constraint. In this way, the team is able to move
iteratively toward an acceptable solution.

Integrated assessment analyses also can be distinguished by
their approach to optimization. For example, the focus of the
UNFCCC is cost-effectiveness analysis. Article 2 states that the
ultimate goal is “stabilization of greenhouse gas concentrations
in the atmosphere at a level that would prevent dangerous
anthropogenic interference with the climate system.”
Mitigation cost is more of a consideration in how the target is
to be achieved. The Convention states that policies and measures
to deal with climate change should be cost-effective to ensure
global benefits at the lowest possible cost. Several analysts,
beginning with Nordhaus (1991), have identified the least-cost
path for achieving a particular concentration target. 
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Despite the goal of the UNFCCC, several integrated assessment
frameworks are designed for benefit-cost analyses. T h e s e
m o d e ls identify the emissions pathway that minimizes the sum
of mitigation costs and climate change damages. Such policy
optimization models have been developed by Nordhaus
(1991, 1992, 1994b), Peck and Teisberg (1992, 1994, 1995),
Chattopadhyay and Parikh (1993), Parikh and Gokarn (1993),
Maddison (1995), Manne et al. (1995), Manne and Richels
(1995), Nordhaus and Yang (1996), Yohe (1996), Edmonds et
a l. (1997), Tol (1997, 1999c,d), and Nordhaus and Boyer (1999). 

2.4.2 The State of the Art 

Treatment of impacts in these models also varies greatly.
Generally, however, impacts are one of the weakest parts of
IAMs. To a large extent this is a reflection of the state of the
art of the underlying research, but it also reflects the high
c o mplexity of the task at hand (see Tol and Fankhauser, 1998,
for a survey). Despite the growing number of country-level
case studies, our knowledge about climate change and climate
change impacts at the regional level remains limited. A c o h e rent
global picture, based on a uniform set of assumptions, has yet
to emerge. The basis of most global impact assessments remain
studies undertaken in developed countries (often the United
States), which are then extrapolated to other regions. Such
extrapolation is difficult and will be successful only if regional
circumstances are carefully taken into account, including
d i fferences in geography, level of development, value systems,
and adaptive capacity. Not all analyses are equally careful in
undertaking this task, and not all models rely on the latest
available information in calibrating their damage functions. 

The actual functional relationships applied in many integrated
models remain simple and often ad hoc. This reflects our still
poor understanding of how impacts change over time and as a
function of climate parameters. Impacts usually are a linear or
exponential function of absolute temperature, calibrated
around static “snapshot” estimates (such as 2xCO2) without
distinguishing the different dynamics that may govern impacts
in different sectors. Developing a better understanding of these
relationships is one of the most important challenges for
i n t egrated model development. 

Baseline trends—such as economic development, population
growth, technological progress, changes in values, natural climate
fluctuations, and increased stress on natural ecosystems—have
strong repercussions for climate change vulnerability (e.g.,
Mendelsohn and Neumann, 1999). They must be better understood
and their effect incorporated in the models. Unfortunately, these
trends are inherently difficult, if not impossible, to predict over
the longer term. This generic problem will not go away, but it
can be overcome, at least partly, through broad scenario and
sensitivity analysis. 

Another key challenge is taking adaptation into account.
Adaptation can significantly reduce people’s vulnerability to
climate change, as shown in Chapter 18. However, adaptation

can take many different forms and is correspondingly difficult
to model (see Section 19.4). To date there are no IAMs available
that can adequately represent or guide the full range of adaptation
decisions.

2.5. Methods for Costing and Valuation

Since the SAR, costing and valuation methods have been used
increasingly to quantify the cost of potential impacts; these
costs include the costs of adaptations required specifically to
respond to climate change and climate variability, as well as
the costs of residual damages. The bulk of this section focuses
on the foundation of economic costs, but there are metrics
other than the economic paradigm; these are reviewed briefly
in Section 2.3.6. 

Researchers have adapted fundamental costing and valuation
techniques drawn from the economic paradigm to handle the
complexities of increasingly intricate applications. Market
mechanisms provide important ways with which we can aggregate
across a diversity of individual valuations, but they are tied to
historical distributions of resources. Other mechanisms have
been exercised, and this section begins by displaying their
c o nceptual foundations within the economic context from
which they have all evolved. It proceeds by suggesting how
relaxing each underlying economic assumption has been a
c o nceptual challenge. Many of the responses to these challenges,
however, are now part of the general economic paradigm. 

2.5.1. Elements of Costing and Valuation Methods

2.5.1.1. Opportunity Cost and the Foundations
of Valuation Methods

Opportunity cost is the fundamental building block of modern
economic analysis. The true economic cost of one unit of some
good X reflects the cost of opportunities foregone by devoting
resources to its production. This cost measures the economic
value of outputs, goods, and services that would have been
possible to produce elsewhere with the resources used to
p r oduce the last unit of good X. The social opportunity cost
of employing a resource for which there is no alternative
e c onomic use is thus zero, even if its price is positive, and
opportunity cost will be different under conditions of full
employment than under circumstances involving large quantities
of visible or invisible unemployment. Moreover, opportunity
cost applies only to small “marginal” changes from equilibrium
in systems for which there are multiple equilibria. Likewise,
the marginal benefit from consuming good X is the value of the
last unit purchased, measured in terms of a real price that
reflects the welfare that would have been enjoyed if the requisite
expenditure had been devoted to consuming another good (or
goods).

These concepts may appear circular, but that is an artifact of
the circular nature of economic systems. Suppliers of some
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economic goods are consumers of others. The opportunity
cost of a good to the producer and the marginal benefit to the
consumer are equal when all of the following conditions are
obtained: 

• All markets are perfectly competitive.
• Markets are comprehensively established in the sense

that all current and future property rights are assigned.
• Marketed goods are exclusive (ownership is singular

and well defined) and transferable (goods can be bought,
sold, or given away).

• The underlying social and legal systems guarantee that
property rights are (reasonably) secure.

• There are no transaction costs involved in creating
and/or maintaining any current or future market.

• There is perfect and complete information about all
current and future markets.

Under these conditions, the marginal opportunity cost of any
good with multiple uses or multiple demanders is equal to its
marginal benefit. Marginal (opportunity) cost and marginal
benefit then match the accounting price that can be read from
the market, and economic efficiency is assured in the sense that
nobody can be made better off without hurting somebody.

It is not difficult, of course, to think of circumstances in which
one or more of these conditions do not hold (and this is not news
to the economics profession). Much of modern economics has
been devoted to exploring how to measure and compare costs and
benefits when these conditions break down. For researchers
interested in impacts, however, theoretical results are less
important than some practical insight into what to do.

Theory instructs, for example, that producers who have some
monopoly power in imperfectly competitive markets would
restrict output compared to the quantity that would prevail in a
competitive market. Consequently, marginal opportunity cost
would fall short of marginal benefit even if all of the other
assumptions held, and the market price would overestimate
m a rginal cost by an amount that is related to the price elasticity
of demand.

Markets can fail if production or consumption produces a
p o sitive or negative externality (i.e., if either provides extra
benefit or imposes extra cost on some other actor in the economy).
Externalities occur, for example, when a producer who pollutes
the air or water or contributes to GHG-induced warming does
not pay the cost that this pollution imposes on others. Theory
tells us that the private opportunity cost that might be reflected
in the market price of even a competitive market would then
underestimate or overestimate the true social (opportunity)
cost, depending on whether the externality were positive or
negative. By how much? There is the rub.

Goods whose consumption is not exclusive tend to be provided
publicly. But how much should be provided? Theory reports
that public goods should be provided up to the point at which
the sum of marginal benefits across all consumers equals the

marginal opportunity cost of provision. How much should be
charged for “consuming” such a good? That price could fall to
zero if the good is truly nonexclusive. In these cases, people
have an incentive not to reveal their true preferences, so there
is a tendency for such goods to be underprovided.

Transaction costs can drive a measurable wedge between
m a rginal opportunity cost and marginal benefit, sometimes to
the point at which markets fail completely. Can opportunity
cost or marginal benefit be measured when markets do not exist?
If not, what then? The growing field of nonmarket valuation
might then apply (see Section 2.3.3).

Uncertainty causes problems as well. Theory speaks of risk
premiums and offers models of how people make decisions
under uncertainty. Information can reduce risk and uncertainty,
so it has value. Uncertainty can even cause markets to fail. The
key is to keep track of who knows what and when they know
it. It also is essential to understand why people and institutions
find some information credible and other information incredible.
These are questions whose answers confound cost accounting
and valuation exercises.

The passage of time and the prevalence of asymmetric information
raise issues of completeness and comprehensiveness. All of the
markets that are necessary to sustain efficiency probably do not
exist, particularly if future property rights and future participants
are not reflected in the current workings of existing markets.

Finally, economic efficiency says little about equity. Indeed,
the second theorem of welfare economics indicates that the
aforementioned conditions (plus a few technicalities) are suff i c i e nt
to guarantee that a market-based equilibrium derived from any
initial distribution of economic resources will be efficient in
the sense that nobody can be made better off without making
somebody else worse off (see Varian, 1992, Section 17.7). This
does not mean that the market equilibrium would be equitable.
Nor does it mean that economics has nothing to say about
e q u i t y. It also does not mean that there is no cost associated
with inequity (even in economic terms). It does mean, however,
that care must be taken to keep track of the distribution of
resources and to highlight the possible tradeoff between equity
and efficiency.

2.5.1.2. Specifying the Baseline

Each of the foregoing assumptions represents a qualitative
dimension along which the baseline of an impact assessment
must be defined. A researcher who wants to estimate the costs
or benefits of changing conditions must define as fully as
p o ssible the socioeconomic, political, institutional, and cultural
environments within which the change will be felt. A “first-
best” analysis assumes that everything works efficiently in
response to changing conditions in the context of all of the right
information; results of first-best analyses reflect benchmarks of
“best-news” scenarios. Second-best analyses assume that
d i stortions caused by the failure of some or all of these
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assumptions to hold will diminish the efficiency of the first-
best world; they can produce dramatically different answers to
cost and valuation questions. Indeed, baselines that are
c o nstructed to reflect the global externalities of climate change
by definition reflect second-best circumstances. 

It may be reasonable to assume that distortions will persist as
change occurs over the short run. Making the same assumption
over the long run could be a mistake, however. Will information
not improve over time? If distortions are costly, they may persist
over the long term if the beneficiaries have sufficient power to
preserve their advantage. There is no right way to do second-
best analysis; it is simply incumbent on the researcher to report
precisely what assumptions define the baseline.

2.5.1.3. Discounting the Future

The discount rate allows costs and values occurring at different
times to be compared by converting future economic values
into their equivalent present values. Formally, the present value
of some cost C t that will come due in t years is 

Ct / (1+d)t ,

where d is the appropriate discount rate. The discount rate is
non-negative because resources invested today in physical and
human capital usually can be transformed into more resources
later on. The IPCC and others have focused an enormous
amount of attention on the discount rate (for detailed discussions
see Arrow et al., 1996; Portnoy and Weyant, 1999; Chapter 1
of this volume). Toth (2000b) provides a review of this and
other more recent literature, with particular emphasis on the
implications of discounting to issues of intergenerational equity.

2.5.2. Market Impacts

Cost and valuation exercises work best when competitive
m a rkets exist. Even when markets are distorted, they provide
some useful information. This section offers brief insights into
how the elements described can be applied in these situations.

2.5.2.1. Deadweight Loss

Deadweight loss is a measure of the value of aggregate economic
welfare that is lost when marginal social opportunity cost does
not equal marginal social benefit. Aggregate economic welfare
can be regarded as the sum of the total benefit derived from
consuming a specific quantity of a specific good, net of the
total opportunity cost of its production. Aggregate welfare is
maximized in a competitive market. Deadweight loss therefore
can be computed as the difference between economic welfare
generated in a distorted market and economic welfare attained at
the social optimum of a competitive market. More specifically,
it is estimated as the area under a demand curve that reflects
marginal social benefits and above a supply curve that reflects

m a rginal social cost between the observed or anticipated
o u tcome and the social optimum—the outcome that would
equate marginal social costs and benefits. Moreover, changes in
deadweight loss can be deduced by computing the appropriate
areas even if the social optimum cannot be identified. In either
case, deadweight loss simply is the sum of a change in private
benefits, differences between social and private benefits, a
change in private costs, and differences between social and
p r ivate costs.

2.5.2.2. Preexisting Distortions

Market-based exercises that evaluate the costs and benefits of
change must carefully account for preexisting distortions in
markets. In the presence of one distortion, in fact, creation of
another might actually improve welfare. Changes may or may
not work to reduce preexisting distortions, so they actually can
produce benefits that would be missed entirely if analyses were
confined to competitive conditions. Goulder and Schneider
(1999), for example, have noted that preexisting subsidies to
conventional energy industries reduce the costs of climate
p o l icies but that preexisting subsidies to alternative energy
industries would increase costs. Moreover, they point out that
the opportunity costs of research and development (R&D) could
be reduced or even reversed if there were an ample supply of
R&D providers rather than a scarcity.

2.5.3. Nonmarket Impacts

Many impacts involve changes in the direct and/or indirect
flows of valued services to society. These services can offer a
wide range of valuable attributes, but they frequently go
unpriced in the economic sense. Markets simply do not exist
for some attributes and some services; contemplating markets
for some others (e.g., health services) has been questioned
even given extensive competiton for services and products. For
others, markets that do exist fall short of being comprehensive
or complete in the presence of externalities of production or
consumption. In either case (and others), researchers have
r e cognized the need to develop alternative means with which
to assess value. More precisely, they have tried to extend the
scope of the economic paradigm so that implicit and explicit
tradeoffs between development and conservation of unpriced
resources can be explored within the structures of standard
decision analytic tools such as cost-benefit analysis, cost-
e ff e ctiveness analysis, and so on. Parikh and Parikh (1997,
1998) provide a primer on valuation with case studies.

To be more specific, economists have built a theory of choice on
the basis of the notions of consumer sovereignty and rationality.
Economists assume, therefore, that individuals are able to
value changes in nonmarket goods and services as easily as
they can value changes in marketed goods and services. The
only difference between the two cases is that markets provide
the researcher with some indirect data with which to assess
i n d i v i d u a l s ’ values of marketed products. Nevertheless,
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i n d ividuals should be able to tell researchers what they would
be willing to pay for changes in nonmarket conditions or
w i l ling to accept as compensation for those changes. In fact,
willingness to accept (WTA) payment for foregoing a good and
willingness to pay (WTP) for a good are the two general
y a r dsticks against which values are judged. 

It should be noted that WTA and WTPare seldom the same for
most nonmarket goods or services. In fact, WTA and WTPcan
give wildly different estimates of the value of these services if
there are no perfect substitutes (i.e., if it is impossible to fully
compensate individuals unit by unit for their loss). W h e n
such a substitute does not exist, WTA > WTP. By how much?
C u m m i n g s et al. (1986) report that it is not uncommon for
e s t imated WTA to be more than 10 times larger than estimated
WTP. These differences might be derivative of the method of
estimation, but they also reflect the fact that WTA and WTPare
two different concepts that need not match.

It also should be noted that WTA and WTP have analogs in the
market context. Compensated variation (CV) is the extra income
that individuals would require to accept an increase in the price
of some marketed good; CV is the analog of WTA. Equivalent
variation (EV) is the income that individuals would be willing
to forego to see the price of some marketed good fall; EVis the
analog of WTP. These measures sometimes are used in market-
based analysis. It should be no surprise that EV < CV unless
the good in question has a perfect substitute.

2.5.3.1. Direct Methods of Valuation

Valuation methods usually are divided into two distinct
approaches. Direct methods try to judge individuals’ v a l u e
for nonmarketed goods by asking them directly. Contingent
valuation methods (CVMs), for example, ask people for their
maximum W T P to effect a positive change in their environments
or their minimum WTA to endure a negative change. Davis
(1963) authored the first paper to report CVM results for
e n v ironmental goods. Comprehensive accounts of these
m e t hods appear in Mitchell and Carson (1989), Hanley and Spash
(1993), and Bateman and Willis (1995). This is a controversial
method, and current environmental and resource literature
c o ntinues to contain paper after paper confronting or uncovering
problems of consistency, bias, truth-revelation, embedding,
and the like. Hanley et al. (1997) offer a quick overview of
these discussions and a thorough bibliography.

2.5.3.2. Indirect Methods of Valuation

Indirect methods of valuation try to judge individuals’ value
for nonmarketed goods by observing their behavior in related
markets. Hedonic pricing methods, for example, assume that a
person buys goods for their various attributes. Thus, for example,
a house has attributes such as floor area; number of bathrooms;
the view it provides; access to schools, hospitals, entertainment,
and jobs; and air quality . By estimating the demand for houses

with different sets of attributes, we can estimate how much
people value air quality. One can thus estimate “pseudo-demand
curves” for nonmarketed goods such as air quality.Travel costs
are another area in which valuation estimates of the multiple
criteria on which utility depends can be finessed out of observable
behavior. The hedonic method was first proposed by Lancaster
(1966) and Rosen (1974). Tiwari and Parikh (1997) have
e s t imated such a hedonic demand function for housing in
B o m b a y. Mendelsohn et al. (2000) brought the hedonic approach
to the fore in the global change impacts arena. Braden and
Kolstad (1991) and Hanley and Spash (1993) offer thorough
reviews of both approaches. Is there a scientific consensus on
the state of the science for these methods? Not really. There is,
instead, a growing literature that warns of caveats in their
application and interpretation (e.g., health services) and/or
improves their ability to cope with these caveats. Smith (2000)
provides a careful overview of this literature and an assessment
of progress over the past 25 years.

2.5.4. The Cost of Uncertainty

This section reviews the primary methods for incorporating
uncertainty into analyses of climate impacts. Here we look at
how to judge the cost associated with uncertainty. Cost and
v a luation depend, in general, on the entire distribution of the
range of outcomes.

2.5.4.1. Insurance and the Cost of Uncertainty

Risk-averse individuals who face uncertainty try to buy insurance
to protect themselves from the associated risk (e.g., different
incomes next year or over the distant future, depending on the
state of nature that actually occurs). How much? Assuming the
availability of “actuarially fair” coverage (i.e., coverage available
from an insurance provider for which the expected cost of
claims over a specified period of time equals the expected income
from selling coverage), individuals try to insure themselves
fully so that the uncertainty would be eliminated. How? By
purchasing an amount of insurance that is equal to the diff e r e n c e
between the expected monetary value of all possible outcomes
and the certainty-equivalent outcome that insurance would
guarantee—the income for which utility equals the expected
utility of all possible outcomes.

For a risk-averse person, the certainty-equivalent income is less
than the expected income, so the difference can be regarded as W T P
to avoid risk. In a real sense, therefore, willingly paid insurance
premiums represent a measure of the cost of uncertainty.
Therefore, they can represent society’s WTP for the assurance
that nondiversifiable uncertainty would disappear (if that were
possible). Thus, this is a precise, utility-based measure of
e c onomic cost. The cost of uncertainty would be zero if the
objective utility function were risk-neutral; indeed, the WTP to
avoid risk is positive only if the marginal utility of economic
activity declines as income increases. Moreover, different
agents could approach the same uncertain circumstance with
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different subjective views of the relative likelihoods of each
outcome and/or different utility functions. The amount of
insurance that they would be willing to purchase would be
d i fferent in either case. Application of this approach to society
therefore must be interpreted as the result of contemplating
risk from the perspective of a representative individual. Yohe
et al . (2000), for example, apply these structures to and offer
interpretations for the distributional international impact of
Kyoto-style climate policy.

2.5.4.2. The Value of Information

Astraightforward method of judging the value of information in
an uncertain environment has been developed and applied (see
Manne and Richels, 1992, for an early and careful description).
The idea is simply to compute the expected cost of uncertainty
with and without the information and compare the outcomes.
For example, it might be that improved information about the
range of uncertainty might change the mean and the variance
of associated costs. If the researcher were interested only in the
resulting change in costs, however, the value of information
would simply be the difference between expected cost with and
without the new information, and only the mean would matter.
If the same researcher wanted to represent the value of information
in terms of welfare that displays some degree of risk aversion
so that variance also plays a role, however, a comparison of
insurance-based estimates of the WTP to avoid uncertainty
would be more appropriate. 

2.5.4.3. Uncertainty and Discounting

Uncertainty about costs and/or values that are incurred or
enjoyed over time can be handled in two ways. One method
calculates the present value across the full range of possibilities;
means and distributions of present values are the result. The
second method, reported in A r r o w et al. (1996), converts outcomes
at each point in time into their certainty equivalents and
then applies discounting techniques. This approach raises the
possibility of including risk aversion into the calculation
according to the foregoing definition.

The story is quite different when uncertainty surrounds selection
of the discount rate itself. It may not be appropriate, in these
sorts of cases, to use a certainty-equivalent discount rate (or an
average over the range of possible rates). Weitzman (1998) has
noted, in particular, that the “lowest possible” discount rate
should be used for discounting the far-distant future. T h e
r e ason, quite simply, is that the expected value of present value
over a range of discount rates is not equal to the present value
calculated with an average rate. Moreover, the difference
between the two is exaggerated in the distant future. Present
values computed with low rates, in fact, can dominate those
computed with high rates by orders of magnitude when the
future is extended; thus, their contribution to the expected value
must be recognized explicitly in the selection of a discount
rate.

2.5.5. Equity and Distribution

Assessments of the impacts of alternative climate change
s c enarios require assessments of their impacts on different
groups, societies, nations, and even species. Indeed, this report
reveals that many sectors and/or regions are at greater risk to
climate change than others. This section addresses this need.

2.5.5.1. Interpersonal Comparisons

First principles of economic theory offer two approaches for
comparing situations in which different people are aff e c t e d
d i fferently. In the first—the utilitarian approach attributed to
Bentham (1822) and expanded by Mills (1861)—a situation in
which the sum of all individual utilities is larger is preferred.
Because Bentham’s view of utility reflected “pleasure” and “pain,”
this approach embraces the “greatest happiness principle.”
Many objections have been raised against it, however, primarily
because the whole notion of interpersonal comparisons of
u t i lity is problematic. Indeed, Arrow (1951 and 1963) objected
strenuously in arguing that “interpersonal comparisons in the
measurement of utilities has no meaning and, in fact, there is
no meaning relevant to welfare comparisons in the measurability
of individual utility.” For example, it is impossible to compare
the pleasure that a person receives from listening to a concert with
what another gets from watching a dance. Second, maximizing
the sum total of utility, if it were possible, would require that
the marginal utilities of all individuals be equal. But this would
say nothing about the level of utility for each individual. They
could be quite different, so the utilitarian rule is insensitive to
distributional issues except in the special case in which all
i n d ividuals have identical utility functions.

These difficulties led to the development of a second approach—
the welfarist approach, in which a social welfare function of
individual utilities is postulated. Utilitarianism is thus a special
case in which the social welfare function is simply the sum of
individual utilities. There are other options, of course. The
Gandhian principle, for example, can support a function that
judges every possible action on the basis of its impact on the
poorest of the poor.

It also is possible to compare two situations without defining an
explicit social welfare function and without making interpersonal
comparisons of individual utilities. The Pareto principle offers
one method, by which one judges any situation better than
another if at least one person is better off and no one else is
worse off. A partial social ordering with which unambiguous
comparisons can be made in some (but not all) cases can be
constructed from the Pareto principle if cardinal utilities can be
added across individuals, if society accepts the principle of
anonymity (i.e., only the distribution matters, not which particular
person is in a particular place), and if there is an aversion to
regressive transfers (i.e., transfers from the poor to the rich). To
see how, consider two situations, X and Y. Assume that there
are n individuals ordered from poorest to richest. Let them
have incomes (or utilities) {X1, ..., Xn} and {Y1, ..., Yn} in X
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and Y, respectively. X can be deemed preferable to Yif X1 ≥ Y1,
[ X1 + X2] ≥ [Y 1 + Y2], and so on through [X1 +...+ Xn] ≥
[ Y1 +...+ Yn], with at least one strict inequality holding. Note
that showing that X is not preferred to Y is not sufficient to
show that Y is preferred to X. 

Rothschild and Stiglitz (1973) took these notions further by
showing three alternative but equivalent ways of comparing
distributions X and Y. They concluded that X would be preferred
to Y if all of the following obtain:

• The Lorenz curve for X were inside the Lorenz curve
for Y.

• All those who valued equality preferred X to Y.
• Y could be obtained from X by transfers from the poor

to the rich.

Note, in passing, that Lorenz curves simply plot the percentage
of income received by various percentiles of populations when
they are ordered from least to greatest. Rothschild and Stiglitz
(1973) also point out, however, that these measures apply only
to a one-good economy. This requirement is equivalent to
assuming that income is desired by all individuals and there are
no externalities; the implications of more than one good are
“substantial.” 

None of these measures speaks to estimating the cost of
inequity when comparisons can be made. But just as insurance
can be used as a utility-based measure of the cost of uncertainty,
similarly constructed estimates that are based on social welfare
functions that display aversion to inequality can be constructed.
Insurance premiums computed in these cases simply represent
a measure of what society would willingly pay to eliminate
i n e q u a l i t y. Such an approach assumes the possibility of defining
an international social welfare function. Let us now look at the
difficulties involved in defining it.

2.5.5.2. Comparisons Across Nations

Comparisons of interpersonal well-being across nations have
been the focus of increasing attention over the past few years
(see, e.g., Tol, 1999a,b), but it is clear that these comparisons
involve more than one element. The conventional approach to
making such comparisons is to use purchasing power parity
(PPP) to adjust the calculation of gross domestic product
(GDP). The technique is flawed, however, in many ways. First,
GDP is now widely recognized to be a poor indicator of well-
being (e.g., UNDP, 1990). This recognition has inspired many
attempts to create other measures, such as the physical quality
of life index (PQLI) (Morris, 1979) and various versions of
the human development index (HDI) by the United Nations
Development Programme (UNDP). However, many researchers,
including Srinivasan (1994), have criticized the HDI for
t h e oretical inadequacies. Nevertheless, the major point that
GDPmisses too much continues to be emphasized exclusively.
Calculations of the Index of Sustainable Economic Welfare
(ISEW) by Daly and Cobb (1994) have shown, for example,

that the ISEW for the United States has fallen since 1970 even
though GDP has grown substantially.

In addition, real-world comparisons must account for many
commodities, services, and attributes. This causes enormous
index number problems in computing conversion factors such
as the PPP. Indeed, one country’s income can be higher or
lower than another depending on which country is used as the
base for the PPP index.

Third, different societies, cultures, and nations have different
social structures, mores, and public institutions. The public
goods, services, and safety net provisions of each are different.
M o r e o v e r, activity outside the marketplace can differ substantially.
With industrial development, for example, the clan seems to
change to a joint family structure, then to a nuclear family, and
perhaps to temporary nuclear families in postindustrial societies.
More to the point, the nature of social and human capital and
the scope of the marketplace are very different from place to
place, depending on the stage of development. And if welfare
involves having, being, doing, relating, and caring, a more
complex measure of welfare is required to accommodate the
multiple stresses of climate change. 

Fourth, Sen (1985) suggests that equality in persons’“ c a p a b i l i t i e s ”
that are determined by income and access to public goods,
s e rvices, social capital, and institutions should be a global
objective. Each of these determinants clearly varies from
nation to nation.

Fifth, the principle of “anonymity” that is used in welfare
c o mparisons is highly suspect. Deliberations of climate
impacts and climate policy clearly should keep track of who is
affected and where (within and across countries) they live. 

2.5.5.3. Ensuring Equity

All of the complications outlined in Section 2.5.5.2 lead to a
sad conclusion: Economics may be able to highlight a large
menu of distributional issues that must be examined, but it has
trouble providing broad answers to measuring and accounting
for inequity, particularly across nations. Recourse to ethical
principles clearly is in order.

2.5.6. Alternative Metrics for Measuring Costs

Application and extension of the economic paradigm certainly
focuses attention on cost measures that are denominated in
c u rrency, but practitioners have been criticized on the grounds
that these measures inadequately recognize nonmarket costs.
Schneider et al. (2000), for example, have listed five numeraires
or metrics with which the costs of climate change might be
captured. Their list includes monetary losses, loss of life,
changes in quality of life (including a need to migrate, conflict
over resources, cultural diversity, loss of cultural heritage sites,
etc.), species or biodiversity loss, and distributional equity.
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Chapter 19 recognizes the content of these diverse numeraires
in exploring magnitudes and/or rates of climate change that
might be dangerous according to three lines of evidence:
threatened systems, distributions of impacts, and aggregate
impacts. The implications of the fourth line of evidence, large-
scale discontinuous events, are then traced along these three
dimensions.

When all is said and done, however, costs denominated in one
numeraire must be weighed, at least subjectively, with costs
denominated in another—and there are no objective quantitative
methods with which to do so. A survey conducted by Nordhaus
(1994a), however, offered some insight into 15 researchers’
subjective views of the relative importance of several different
measures along three different “what if” scenarios. Table 2-1 displays
some of the results in terms of anticipated cost denominated in
lost world GDP, the likelihood of high-consequence impacts,
the distribution of costs across the global population, and the
proportion of costs that would be captured by national income
accounts. The survey results shows wide disagreement across
the first three metrics; this disagreement generally can be explained
in terms of a dichotomy of views between mainstream economists
and natural scientists. Nonetheless, Nordhaus (1994a) reports
that a majority of respondents held the view that a high
p r oportion of costs would be captured in national accounts. It

would seem, therefore, that natural scientists think that mainstream
economists not only underestimate the severity of nonmarket
impacts but also that the implications of those impacts into the
monetized economy do not follow.

Multi-attribute approaches also could be applied in climate
impact analysis. They have not yet found their way into the
l i terature, however, except to the degree to which they are
c a ptured in indirect methods outlined above. Chapter 1 also
notes that cultural theory can serve as a valuation framework. 

2.6. Characterizing Uncertainty and “Levels of
Confidence” in Climate Assessment

U n c e r t a i n t y — o r, more generally, debate about the level of
c e rtainty required to reach a “definitive” conclusion—is a
perennial issue in science. Difficulties in explaining uncertainty
have become increasingly salient as society seeks policy
advice to deal with global environmental change. How can
s c ience be useful when evidence is incomplete or ambiguous,
the subjective judgments of experts in the scientific and popular
literature diff e r, and policymakers seek guidance and justification
for courses of action that could cause—or prevent—significant
environmental and societal changes? How can scientists improve

Methods and Tools126

Table 2-1: Subjective expert opinion on climate change (Nordhaus, 1994a).

Cost Metric Scenario Aa Scenario Bb Scenario Cc

a Scenario A postulated 3°C warming by 2090.
b Scenario B postulated scenario A continuing to produce 6°C warming by 2175.
c Scenario C postulated 6°C warming by 2090.
d Percentage of global world product lost as a result of climate change.
e Likelihood of a high-consequence event (a loss of 25% of gross world product, comparable to the Great Depression).
f Proportion of loss felt by the poorest quintile of income distribution relative to the loss felt by the richest quintile; a value of 1 signifies an equal distribution of

burden.

a)Loss in gross world productd

– Mean
– Median
– High
– Low

b)Probability of high-consequence evente

– Mean
– Median
– High
– Low

c)Top to bottom ratio of impactsf

– Mean
– Median
– High
– Low

d)Percentage of total in national accounts
– Mean
– Median

1.9
3.6

21.0
0.0

0.5
4.8

30.0
0.0

4.2
3.5

10.0
1.0

62.4
62.5

4.1
6.7

35.0
0.0

3.0
12.1
75.0
0.2

66.6
70.0

5.5
10.4
62.0
0.8

5.0
17.5
95.0
0.3

65.6
80.0



their characterization of uncertainties so that areas of slight
disagreement do not become equated with paradigmatic disputes,
and how can individual subjective judgments be aggregated
into group positions? In short, how can the full spectrum of the
scientific content of public policy debates be fairly and openly
assessed?

The term “uncertainty” implies anything from confidence just
short of certainty to informed guesses or speculation. Lack of
information obviously results in uncertainty; often, however,
disagreement about what is known or even knowable is a source
of uncertainty. Some categories of uncertainty are amenable to
quantification, whereas other kinds cannot be expressed sensibly
in terms of probabilities (see Schneider et al., 1998, for a
s u rvey of literature on characterizations of uncertainty).
Uncertainties arise from factors such as lack of knowledge of
basic scientific relationships, linguistic imprecision, statistical
variation, measurement error, variability, approximation, and
subjective judgment (see Box 2-1). These problems are
c o mpounded by the global scale of climate change, but local
scales of impacts, long time lags between forcing and response,
low-frequency variability with characteristic times that are
greater than the length of most instrumental records, and the
impossibility of before-the-fact experimental controls also
come into play. Moreover, it is important to recognize that even
good data and thoughtful analysis may be insufficient to dispel
some aspects of uncertainty associated with the diff e r e n t
s t a ndards of evidence (Morgan, 1998; Casman et al., 1999).

This section considers methods to address such questions: first
by briefly examining treatments of uncertainties in past IPCC
assessments, next by reviewing recommendations from a guidance
paper on uncertainties (Moss and Schneider, 2000) prepared
for the TAR, and third by briefly assessing the state of the science
concerning the debate over the quality of human judgments
(subjective confidence) when empirical evidence is insufficient
to form clear “objective” statements of the likelihood that certain
events will occur.

2.6.1. Treatments of Uncertainties
in Previous IPCC Assessments

The IPCC function is to assess the state of our understanding
and to judge the confidence with which we can make projections
of climate change and its impacts. These tentative projections
will aid policymakers in deciding on actions to mitigate or
adapt to anthropogenic climate change, which will need to be
re-assessed on a regular basis. It is recognized that many
remaining uncertainties need to be reduced in each of (many)
disciplines, which is why IPCC projections and scenarios are
often expressed with upper and lower limits. These ranges are
based on the collective judgment of the IPCC authors and the
reviewers of each chapter, but it may be appropriate in the
future to draw on formal methods from the discipline of decision
analysis to achieve more consistency in setting criteria for high
and low range limits (McBean et al., 1996; see Raiffa, 1968,
for an introduction to decision analysis).

Although the SAR on impacts, adaptation, and mitigation
(IPCC, 1996b) explicitly links potentially serious climate change
with mitigation and adaptation assessment in its Technical
S u m m a r y, the body of the report is restricted mostly to describing
sensitivity and vulnerability assessments (see also Carter et al.,
1994). Although this methodology is appropriate for testing
sensitivity and vulnerability of systems, it is poorly suited for
planning or policy purposes. IAMs available to SAR authors
(e.g., Weyant et al., 1996) generate outcomes that are plausible
but typically contain no information on the likelihood of outcomes
or much information on confidence in estimates of outcomes,
how each result fits into broader ranges of uncertainty, or
what the ranges of uncertainty may be for each outcome (see
Chapter 1 and Section 2.4 for further discussions of integrated
assessment issues). However, several studies since the SAR do
use probability distributions (e.g., Morgan and Dowlatabadi,
1996, and citations in Schneider, 1997).

IPCC Working Group I (WGI) in its contribution to the SAR
(IPCC, 1996a) uses two different methods or techniques to
estimate climate change: scenarios and projections. A scenario
is a description of a plausible future without estimation of its
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Box 2-1. Examples of Sources of Uncertainty

Problems with Data
1) Missing components or errors in the data
2) “Noise” in data associated with biased or

incomplete observations
3) Random sampling error and biases

(nonrepresentativeness) in a sample

Problems with Models
4) Known processes but unknown functional

relationships or errors in structure of model 
5) Known structure but unknown or erroneous

values of some important parameters 
6) Known historical data and model structure but

reasons to believe parameters or model structure
will change over time 

7) Uncertainty regarding predictability (e.g., chaotic
or stochastic behavior) of system or effect 

8) Uncertainties introduced by approximation
techniques used to solve a set of equations that
characterize the model

Other Sources of Uncertainty 
9) Ambiguously defined concepts and terminology
10) Inappropriate spatial/temporal units
11) Inappropriateness of/lack of confidence in

underlying assumptions 
12) Uncertainty resulting from projections of human

behavior (e.g., future consumption patterns or
technological change), as distinct from
uncertainty resulting from “natural” sources
(e.g., climate sensitivity, chaos)



likelihood (e.g. the individual IS92a-f emission scenarios
or climate scenarios generated by GCMs in which a single
emission path is used). Scenarios may contain several sources
of uncertainty but generally do not acknowledge them explicitly. 

Careful reading of the SAR WGI Technical Summary (IPCC,
1996a) reveals that the term projection is used in two senses:

1) Asingle trajectory over time produced from one or more
scenarios (e.g., projected global temperature using the
IS92a emissions scenario with a climate sensitivity of
2 . 5 ° C )

2 ) Arange of projections expressed at a particular time in the
future, incorporating one or more sources of uncertainty
(e.g., projected global warming of 0.8–3.5°C by 2100,
based on IS92a-f emission scenarios and a climate
s e nsitivity of 1.5–4.5°C at 2xCO2).

Projections are used instead of predictions to emphasize that
they do not represent attempts to forecast the most likely
e v olution of climate in the future, only p o s s i b l e evolutions (IPCC,
1996a, Section F.1). In the SAR, projection and scenario are
used to describe possible future states, with projections used
mainly in terms of climate change and sea-level rise. This
usage defines climate projection as a s i n g l e trajectory of a subset
of scenarios. When used as input into impact assessments, the
same climate projections commonly are referred to as climate
scenarios.

Projected ranges are constructed from two or more scenarios in
which one or more sources of uncertainty may be acknowledged.
Examples include projections of atmospheric CO2 derived
from the IS92a-f emission scenarios (IPCC, 1996a), global
temperature ranges (IPCC, 1996a), and regional temperature

ranges (CSIRO, 1996). A range of projections will always be
more likely to encompass what actually will transpire than a
single scenario. Although projected ranges are more likely to
occur than single scenarios, they are not full-fledged forecasts
because they incorporate only part of the total uncertainty
space. The relationship between scenarios and projected ranges
as treated in the SAR is shown schematically in Figure 2-1.

Aprojected range is a quantifiable range of uncertainty situated
within a population of possible futures that cannot be fully
identified (termed “knowable” and “unknowable” uncertainties
by Morgan and Henrion, 1990). The limits of this total range of
uncertainty are unknown but may be estimated subjectively
(e.g., Morgan and Keith, 1995). Given the finding in the cognitive
psychology literature that experts define subjective probability
distributions too narrowly because of overconfidence (see
Section 2.6.5.3), the inner range represents the “well-calibrated”
range of uncertainty. Thus, the wider range of uncertainty
represents a “judged” range of uncertainty, based on expert
judgments—which may not encompass the full range of
u n c e rtainty given the possibility of cognitive biases such as
overconfidence. Although the general point remains that there
is always a much wider uncertainty range than the envelope
developed by sets of existing model runs, it also is true that
there is no distinct line between “knowable” and “unknowable”
uncertainties; instead, it is a continuum. The actual situation
depends on how well our knowledge (and lack thereof) has
been integrated into assessment models. Moreover, new
i n f o rmation—particularly empirical data, if judged reliable
and comprehensive—eventually may narrow the range of
uncertainty to well inside the well-calibrated range by falsifying
certain outlier values. 

If the full range of uncertainty in Figure 2-1 were known, the
probability of a particular outcome could be expressed as a
forecast (provided we can state the probability). A l t h o u g h
there are significant sources of uncertainty that cannot yet
be quantified, decision analytic elicitation procedures
(Section 2.4) can estimate the full range of uncertainties and
conditional probabilities (see Section 2.5.5 for an assessment
of the state of the science concerning human judgment).
Conditional probabilities may be calculated within a projected
range even though the probability of the range itself remains
unknown. 

Moss and Schneider (1997) document several cases in which
the SAR authors in each of the three Working Groups use
ranges to describe uncertain outcomes but unfortunately had no
consistent criteria for assigning probabilities to range limits or
for identifying outlier outcomes (those occurring beyond the
well-calibrated range limits). Moreover, there was no consistent
use of terms to characterize levels of confidence in particular
outcomes or common methods for aggregating many individual
judgments into a single collective assessment. Recognition of
this shortcoming of the SAR led to preparation of a guidance
paper on uncertainties (Moss and Schneider, 2000) for use by
all three TAR Working Groups and which has been widely
reviewed and debated.
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Full Range of Uncertainty

Judged Range of Uncertainty

Well-Calibrated
Range of Uncertainty

M1 M2 M3 M4

Figure 2-1: Schematic depiction of the relationship between
“well-calibrated” scenarios, the wider range of “judged”
uncertainty that might be elicited through decision analytic
techniques, and the “full” range of uncertainty, which is
drawn wider to represent overconfidence in human judgments.
M1 to M4 represent scenarios produced by four models (e.g.,
globally averaged temperature increases from an equilibrium
response to doubled CO2 concentrations). This lies within a
“full” range of uncertainty that is not fully identified, much
less directly quantified by existing theoretical or empirical
evidence (modified from Jones, 2000).



Attempts to achieve more consistency in establishing end points
of ranges and outlier values (or the distribution of subjective
probabilities within and beyond the range) have not received
much attention. Despite the difficulty of assigning a distribution
of probabilities for uncertain outcomes or processes, the scientific
complexity of the climate change issue and the need for
i n f o r m a t i o n that is useful for policy formulation requires
researchers and policymakers to work together toward
improved management of uncertainties. A common basis for
characterizing sources of uncertainties is one step; Box 2-1
represents an attempt in the uncertainties guidance paper
(Moss and Schneider, 2000) to provide such a common basis.

In this situation, the research community must bear in mind that
users of IPCC reports often assume for themselves what they
think the authors believe to be the distribution of probabilities
when the authors do not specify it themselves. The decision
analytic literature (e.g., Morgan and Henrion, 1990) often suggests
that it is preferable for scientists debating the specifics of a
topic to provide their best estimates of probability distributions
and possible outliers, based on their assessment of the literature,
than to have users make their own guesses. This information,
along with an appraisal of the limitations of the models, would
make the ranges more meaningful to other scientists, the policy
community, and the public.

2.6.2. “Objective” and “Subjective” Probabilities
are not Always Explicitly Distinguished 

Some scientists have expressed concern that scientific investigation
requires a long sequence of observational records, replicable
trials, or model runs (e.g., Monte Carlo simulations) so the
results can be specified by a formal statistical characterization
of the frequency and frequency distribution of outcomes
being assessed. In statistical terms, “objective” science means
attempting to verify any hypothesis through a series of
e x p e r iments and recording the frequency with which that
particular outcome occurs. The idea of a limitless set of identical
and independent trials that is “objectively out there” is a
heuristic device that we use to help us rigorously quantify
uncertainty by using frequentist statistics. Although there may
be a large number of trials in some cases, however, this is not
the same as a “limitless” number, and these trials rarely are
truly identical or independent.

Most interesting complex systems cannot possibly be put to
every conceivable test to find the frequency of occurrence of
some socially or environmentally salient event. The popular
philosophical view of “objective science” as a series of
“ f a l s ifications” breaks down when it confronts systems that
cannot be fully tested. For example, because climate change
forecasts are not empirically determinable (except by “performing
the experiment” on the real Earth—Schneider, 1997), scientists
must rely on “surrogate” experiments, such as computer
s i m ulations of the Earth undergoing volcanic eruptions or
paleoclimatic changes. As a result of these surrogate experiments
and many additional tests of the reliability of subcomponents

of such models, scientists attain confidence to varying degrees
about the likelihood of various outcomes (e.g., they might
assign with high confidence a low probability to the occurrence
of extreme climate outcomes such as a “runaway greenhouse
effect”). These confidence levels are not frequentist statistics
but “subjective probabilities” that represent degrees of belief
that are based on a combination of objective and subjective
subcomponents of the total system. Because subjective
c h a r a cterization of the likelihood of many potentially important
climatic events—especially those that might be characterized
by some people as “dangerous”—is unavoidable, “Bayesian”
or “subjective” characterization of probability will be more
appropriate. 

Bayesian assessments of probability distributions would lead
to the following interpretation of probability statements: The
probability of an event is the degree of belief that exists among
lead authors and reviewers that the event will occur, given the
observations, modeling results, and theory currently available,
all of which contribute to estimation of a “prior” probability for
the occurrence of an outcome. As new data or theories become
available, revised estimates of the subjective probability of the
occurrence of that event—so-called “posterior probability”—
can be made, perhaps via the formalism of Bayes theorem (see,
e.g., Edwards, 1992, for a philosophical basis for Bayesian
methods; for applications of Bayesian methods, see, e.g.,
Howard et al., 1972; Anderson, 1998; Tol and de Vos, 1998;
Malakoff, 1999). 

2.6.3. Making Estimates

2 . 6 . 3 . 1 . Identifying Extreme Values, Ranges, and Thre s h o l d s

It is worth noting that by failing to provide an estimate of the
full range of outcomes (i.e., not specifying outliers that include
rapid nonlinear events), authors of previous assessments were
not conveying to potential users a representation of the full
range of uncertainty associated with the estimate. This has
important implications with regard to the extent to which the
report accurately conveyed to policymakers potential benefits
or risks that may exist, even if at a low or unknown probability
(see Figure 2-1). If it were necessary to truncate the range, it
should have been clearly explained what the provided range
includes and/or excludes. Furthermore, the authors might have
specified how likely it is that the answer could lie outside the
truncated distribution.

Pittock and Jones (1999) recommend construction of thresholds
that can be linked to projected ranges of climate change. Such
thresholds can account for biophysical and/or socioeconomic
criteria in the initial stages of an assessment but must be
expressed in climatic terms (e.g., above a certain temperature,
rainfall frequency, water balance, or combination of several
factors). Further analysis compares these thresholds with
p r ojected regional climate change. Similar approaches are
c o ntained in concepts of tolerable climate change (see Hulme
and Brown, 1998).
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2.6.3.2. Valuation Issues

Any comprehensive attempt to evaluate the societal value of
climate change should include, in addition to the usual
m o n etary value of items or services traded in markets, measures
of valued items or services that are not easily marketed.
Schneider et al. (2000) refer to this costing problem in
v u l n e rability analysis as “The Five Numeraires”: monetary
loss, loss of human life, reductions in quality of life (including
forced migration, conflicts over environmentally dependent
resources, loss of cultural diversity, loss of cultural heritage
sites, etc.), loss of species/biodiversity, and increasing inequity
in the distribution of material well-being. There is little
a g r e ement on how to place a monetary value on the nonmarket
impacts of climate change, yet such valuation is essential to
several analytic techniques to assess the efficiency or cost-
e ffectiveness of alternative climate policy proposals (see
Section 2.5.6).

One such technique for valuation is to survey expert opinion
on subjective assessment of probability distributions of
c l imate damage estimates (see Nordhaus, 1994a; Morgan and
Keith, 1995; Titus and Narayanan, 1996, for examples of
d e c ision analytic elicitations of climate effects and impacts;
see Morgan and Dowlatabadi, 1996, for examples of how such
elicited subjective probability distributions can be incorporated
into IAMs that examine “optimal” policies). An alternative
valuation framework is to use “cultural theory” (Douglas and
Wi l d a v s k y, 1982) to identify different value perspectives in
designing policy strategies (see van Asselt and Rotmans,
1995, for an application to population growth). With this
t e c hnique, subjective judgment about uncertainties may be
described from the viewpoints of different cultural perspectives.
Preferred policy options depend on the perspective adopted.
Real policy choice, of course, depends on the logic and
c o nsistency of formulating a basis for policy choices (i.e.,
the role of decision analysis tools) and on the values of
d e c isionmakers at all levels. More formal and explicit
i n c o rporation of uncertainties into decision analysis is the
emphasis here.

2.6.4. Aggregation and the Cascade of Uncertainty

A single aggregated damage function or a “best guess” climate
sensitivity estimate is a very restricted representation of the
wide range of beliefs available in the literature or among lead
authors about climate sensitivity or climate damages. If a
causal chain includes several different processes, the aggregate
distribution might have very different characteristics than the
various distributions that constitute the links of the chain of
causality (see Jones, 2000). Thus, poorly managed projected
ranges in impact assessment may inadvertently propagate
uncertainty. The process whereby uncertainty accumulates
throughout the process of climate change prediction and
impact assessment has been described as a “cascade of
u n c e rtainty” (Schneider, 1983) or the “uncertainty explosion”
(Henderson-Sellers, 1993). The cascade of uncertainty

implied by coupling the separate probability distributions for
emissions and biogeochemical cycle calculations to arrive at
concentrations needed to calculate radiative forcing, climate
s e n s i t i v i t y, climate impacts, and valuation of such impacts
into climate damage functions has yet to be produced in the
l i terature (see Schneider, 1997, Table 2). When the upper and
lower limits of projected ranges of uncertainty are applied to
impact models, the range of possible impacts commonly
becomes too large for practical application of adaptation
options (Pittock and Jones, 1999). This technique is less
explicitly applied in assessments where two or more scenarios
(e.g., M1 to M4 in Figure 2-1) are used and the results
expressed as a range of outcomes. If an assessment is continued
through to economic and social outcomes, even larger ranges
of uncertainty can be accumulated (see Figure 2-2). 

Because of the lack of consistent guidance on the treatment of
uncertainties, diversity of subject areas, methods, and stage of
development of the many fields of research to be assessed in
the SAR, it was not possible to agree on a single set of terms
to describe the confidence that should be associated with the
many outcomes and/or processes that had been assessed. Thus,
the uncertainties guidance paper (see also Box 1-1) suggests
that the TAR authors agree on two alternative sets of terms
from which writing teams can select (see Figures 2 and 3 in
Moss and Schneider, 2000). As noted in the decision analysis
literature (e.g., Morgan and Henrion, 1990), it is important to
attach a quantitative range to each verbal characterization to
assure that different users of the same language mean the same
degree of confidence.
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Figure 2-2: Range of major uncertainties that are typical in
impact assessments, showing the “uncertainty explosion” as
these ranges are multiplied to encompass a comprehensive
range of future consequences, including physical, economic,
social, and political impacts and policy responses (modified
after Jones, 2000, and “cascading pyramid of uncertainties”
in Schneider, 1983).



2.6.5. Debate over the Quality of Human Judgment

2.6.5.1. Deficiencies in Human Judgment 

At some level, human judgment is an unavoidable element of
all human decisions. The question, then, naturally arises: How
good is human judgment? Psychological studies of human
judgment provide evidence for shortcomings and systematic
biases in human decisionmaking. Furthermore, not only do
people—including experts—suffer various forms of myopia;
they also often are oblivious of the fact. Indeed, statistical linear
models summarizing the relationship between a set of predictor
variables and a predicted outcome often (repeatedly) perform
better than intuitive expert judgments (or subjective expert
opinions). Burgeoning empirical evidence suggests that
humans, including experts, can be inept at making judgments,
particularly under conditions of high uncertainty.

Since the early 1970s, psychologists repeatedly have demonstrated
human judgmental error and linked these errors to the operational
nature of mental processes. The idea, spelled out in Kahneman
et al. (1982), is that, because of limited mental processing capacity,
humans rely on strategies of simplification, or mental heuristics,
to reduce the complexity of judgment tasks. Although this strategy
facilitates decisionmaking, these procedures are vulnerable to
systematic error and bias. 

2.6.5.2. Violation of Probability Laws

In a classic series of publications, Tversky and Kahneman
(1974, 1983) and Kahneman and Tversky (1979, 1996) claim
that human judgment under uncertainty violates normative rules
of probability theory. For example, Tversky and Kahneman
(1983) invoke the “judgment by a representativeness” heuristic
to explain evidence for the conjunction fallacy, whereby a
c o njunction of events is judged to be more likely than one of
its constituents. This is a violation of a perfectly simple principle
of probability logic: If Aincludes B, the probability of B cannot
exceed A. Nevertheless, respondents consistently give a higher
likelihood to the possibility of a subset or joint event than to
the whole set, thereby violating the conjunction rule. Typically,
respondents judge likelihood by representativeness (or stereotypes)
and thus fail to integrate statistically relevant factors. 

H o w e v e r, Gigerenzer (1994, 1996) argues that people are
n a turally adapted to reasoning with probabilities in the form of
frequencies and that the conjunction fallacy “disappears” if
reasoning is in the form of frequencies. Several studies report
that violations of the conjunction rule are rare if respondents
are asked to consider the relative frequency of events rather
than the probability of a single event. 

Kahneman and Tversky (1996) disagree and argue that the
f r equency format provides respondents with a powerful cue to
the relation of inclusion between sets that are explicitly compared
or evaluated in immediate succession. When the structure of
the conjunction is made more apparent, respondents who

appreciate the constraint supplied by the rule will be less likely
to violate it.

Kahneman and Lovallo (1993) argue that people have a strong
tendency to regard problems as unique although they would be
viewed more advantageously as instances of a broader class.
People pay particular attention to the distinguishing features of
a particular case and reject analogies to other instances of the
same general type as crudely superficial and unappealing.
C o n s e q u e n t l y, they fall prey to fallacies of planning by anchoring
their estimates on present values or extrapolations of current
trends. Despite differing causal theories, both approaches find
evidence for poor judgment under uncertainty or, alternatively,
evidence that people are better off not attempting to assess
probabilities for single events. 

Nonetheless, public understanding of likelihood seems to be
improved by adoption of frequentist formats. Several studies
have shown that experts have great difficulty reasoning with
subjective probabilities for unique or single events. However,
respondents apparently are much more successful when the same
problems are presented with frequencies rather than probabilities.
Although experts have difficulties with the probability version—
most give wrong answers—most undergraduates readily
p r ovide the correct answer to similar problems constructed
with frequencies.

Psychological research suggests that measures of risk that are
communicated in terms of frequencies rather than probabilities
will be more readily understood and rationally responded to,
although IAMs need to translate these frequencies into
p r o b ability distributions (e.g., Morgan and Dowlatabadi, 1996)
to portray the wide range of outcomes that currently reflect
estimates in the literature and by most IPCC authors.

2.6.5.3. Overconfidence

Overconfidence is another cognitive illusion that has been
reported to plague experts’judgments. In the 1970s and 1980s,
a considerable amount of evidence was amassed for the view
that people suffer from an overconfidence bias. The common
finding is that respondents are correct less often than their
c o nfidence assessments imply.

However, “ecological” theorists (cf. McClelland and Bolger,
1994) claim that overconfidence is an artifact of artificial
experimental tasks and nonrepresentative sampling of stimulus
materials. Gigerenzer et al. (1991) and Juslin (1994) claim that
individuals are well adapted to their environments and do not
make biased judgments. Overconfidence is observed because
the typical general knowledge quiz used in most experiments
contains a disproportionate number of misleading items. These
authors have found that when knowledge items are randomly
sampled, the overconfidence phenomenon disappears. Juslin et
a l . (2000) report a meta-analysis comparing 35 studies in which
items were randomly selected from a defined domain with 95
studies in which items were selected by experimenters.

131Methods and Tools



Although overconfidence was evident for selected items, it was
close to zero for randomly sampled items—which suggests that
overconfidence is not simply a ubiquitous cognitive bias. This
analysis suggests that the appearance of overconfidence may
be an illusion created by research, not a cognitive failure by
respondents. 

Furthermore, in cases of judgments of repeated events (weather
forecasters, horse race bookmakers, tournament bridge players),
experts make well-calibrated forecasts. In these cases, respondents
might be identifying relative frequencies for sets of similar
events rather than judging the likelihood of individual events.
If we compare studies of the calibration of probability assessments
concerning individual events (e.g., Wright and Ayton, 1992)
with those in which subjective assessments have been made for
repetitive predictions of events (Murphy and Winkler, 1984),
we observe that relatively poor calibration has been observed
in the former, whereas relatively good calibration has been
observed in the latter.

It might be concluded that a frequentist rather than a Bayesian
approach should be adopted when attempting to elicit judgment.
However, there are occasions when there will be events for
which no obvious reference class exists and one will be unable
to assess likelihood by adopting the frequentist approach. This
particularly applies to novel situations for which there is no
actuarial history. One might well be able to account for the (no
doubt varying) subjective probabilities offered by a sample of
people by identifying mental heuristics. However, note that,
without a reference class, we have no means of evaluating the
validity of any judgments that might be offered. Consequently,
any probability given to a unique event remains somewhat
ambiguous. 

2.6.6. Building Experience with Subjective Methods In a
“Science for Policy” Assessment

Although one might be tempted to infer from the foregoing
arguments that judgments of likelihood should be considered
only with caution, for some decision analytic frameworks that
often appear in the climate policy literature (.g., cost-benefit
analysis and IAMs), there often are few viable alternatives.
H o w e v e r, as noted in the decision analysis frameworks guidance
paper (Toth, 2000a; see also Section 2.4), several alternative
decisional analytic methods are less dependent on subjective
probability distributions; virtually all frameworks do require
subjective judgments, however. Although physical properties
such as weight, length, and illumination have objective methods
for their measurement, there are no objective means for assessing
in advance the probability of such things as the value future
societies will put on now-endangered species or the circulation
collapse of the North Atlantic Ocean from anticipated anthropogenic
emissions. Even a highly developed understanding of probability
theory would be of little avail because no empirical data set
exists, and the underlying science is not fully understood.
Some authors have argued that under these circumstances, for
any practical application one ought to abandon any attempt to

produce quantitative forecasts and instead use more qualitative
techniques such as scenario planning (e.g., Schoemaker, 1991;
van der Heijden, 1998) or argumentation (Fox, 1994). On the
other hand, others—though noting the cognitive difficulties
with estimation of unique events—have argued that quantitative
estimations are essential in environmental policy analyses that
use formal and explicit methods (e.g., Morgan and Henrion,
1990).

Given its potential utility in applied and conservation ecology,
it seems surprising that Bayesian analysis is relatively uncommon.
However, logical and theoretical virtue is not sufficient to
encourage its use by managers and scientists. The spread of a
new idea or practice is an example of cultural evolution (in this
case, within the scientific community). It is best understood as
a social and psychological phenomenon (Anderson, 1998).

Helping to achieve such penetration of awareness of uncertainty
analyses will be a multi-step process that includes “1) consistent
methods for producing verbal summaries from quantitative
data, 2) translation of single-event probabilities into frequencies
with careful definition of reference classes, 3) attention to
d i fferent cognitive interpretations of probability concepts, and
4) conventions for graphic displays” (Anderson, 1998). The
latter also is advocated in the uncertainties guidance paper
(Moss and Schneider, 2000), and an example is provided in
Chapter 7 (Figure 7-2).

Although all arguments in the literature agree that it is essential
to represent uncertainties in climatic assessments, analysts
d i sagree about the preferred approach. Some simply believe
that until empirical information becomes available, quantitative
estimates of uncertain outcomes should be avoided because
“science” is based on empirical testing, not subjective judgments.
It certainly is true that “science” itself strives for “objective”
empirical information to test, or “falsify,” theory and models
(caveats in Section 2.5.2 about frequentism as a heuristic
notwithstanding). At the same time, “science for policy” must
be recognized as a different enterprise than “science” itself.
Science for policy (e.g., Ravetz, 1986) involves being responsive
to policymakers’needs for expert judgment at a particular time,
given information currently available, even if those judgments
involve a considerable degree of subjectivity. The methods
o u tlined above and in Moss and Schneider (2000) are designed
to make such subjectivity more consistently expressed (linked
to quantitative distributions when possible, as needed in most
decision analytic frameworks) across the TAR and more
explicitly stated so that well-established and highly subjective
judgments are less likely to get confounded in media accounts
or policy debates. The key point is that authors should explicitly
state their approach in each case. Transparency is the key to
accessible assessments.

2.7. Decision Analytic Methods and Frameworks

This section presents basic principles of decision analytic
frameworks that have been or could be used in assessing
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a d a ptation decisions in sectors and regions. Thus, it provides a
common base for decision analysis-related discussions in
s e ctoral and regional chapters of this report.

2.7.1. Decision Analysis to Support Adaptive Decisions—
Introduction to Frameworks and Principles

Decisionmakers who are responsible for climate-sensitive
e c onomic sectors (e.g., forestry, agriculture, health care, water
supply) or environmental assets (e.g., nature reserves) face
questions related to undertaking adaptation measures on the
basis of what impacts might be expected if global GHG
e m i ssions continue unabated or as a result of globally agreed
mitigation action at different levels of control. The starting
point for adaptation decisions is to explore the possible range
of impacts to which one would need to adapt. This is a complex
task in itself because it involves understanding possible regional
patterns of climate change, the evolution of key socioeconomic
and biophysical components of the sector or region under
c o nsideration, and the dynamics of the impacts of changing
c l imatic conditions on the evolving social system.

Adaptation decisions in private sectors operating under free-
market conditions will be made largely as part of a business-as-
usual approach and will rely on analytical frameworks that
are compatible with the management culture. The emerg i n g
l i terature on adaptation describes this as autonomous adaptation.
The flexibility of private-sector actors and thus the range of
options they are able to consider in adapting to any external
impact (not only climatic ones) can be severely constrained by
market distortions or by a lack of resources to implement any
transformation. Under such circumstances, the potential for
autonomous adaptation is limited. Planned adaptation will be
required, and the importance of public policy is larger.

A standard example for autonomous adaptation is the farmer
who switches from one cultivar of a given crop to another or
from one crop to another in response to perceived changes in
weather patterns, simultaneously considering changes in relative
prices of input factors and agricultural commodities, the evolving
technological and agronomic conditions behind them, and other
factors affecting his profits. However, if prices are distorted by
a quota system or state subsidy, decisions are excessively
d o minated by these considerations, which could lead to
m a ladaptation. Similarly, subsistence farmers in less-developed
countries are not profit maximizers, and they may not possess
the resources required to make even minor shifts in response to
changes in their external conditions. Under these conditions,
the only possibility for them might be to give up their livelihood
altogether.

With a view to the already significant atmospheric load of GHGs
since the industrial revolution, as well as the huge inertia and
long delays characterizing the atmosphere-ocean-biosphere
system, adaptation to anthropogenic climate change appears
inevitable over the coming decades. It is worth looking at some
of the key differences in applications of DAFs that deal with

climate change mitigation (reducing GHG emissions) and
adaptation (managing and counterbalancing the impacts of
c l imate change).

The most crucial difference between mitigation- and adaptation-
oriented DAF applications is to whom the benefits of action
accrue. Except for “no-regret” options, benefits of mitigation
will become a globally shared public good. Adaptation actions
will predominantly benefit agents who adapt, in the case of private
actors, or gains will be shared by the community in the case of
local/regional public goods and services, such as flood protection.

The second important difference between mitigation and
a d a ptation decisions is related to the timing of policy options.
If climate protection were needed, as many scientists and
p o l icymakers maintain, policies and technologies that help reduce
GHG emissions at the lowest possible social costs would be
required immediately. On the adaptation side, in contrast, the
bulk of more significant impacts of climate change may be felt
30, 50, or 100 years from now. This leaves a longer time period
(compared to mitigation action) to steer the development of
c l imate-sensitive sectors so that their climate vulnerability will
be lower and, more important, to develop technologies that will
help reduce remaining negative impacts by the time they really
happen. Nevertheless, forethought and action might well be
required in sectors with long-lived infrastructure and large
social inertia (e.g., changing institutions such as misallocated
property rights) to foster adaptation to future climate.

In terms of public policies, the foregoing analysis implies
urgency on the mitigation side to formulate and put in place
appropriate measures; by contrast, in general there is more time
on the adaptation side to sort out potential impacts, adaptation
needs, institutional and technological options involved in various
adaptation measures, and public policies to develop and deliver
them. At the same time, however, in many countries around the
world that suffer from current climatic variability and
extremes, there is an urgent need for appropriate adaptation
policies and programs to be designed and implemented now to
lessen adverse impacts; such actions also will help to build
adaptive capacity for future climate changes.

Several other differences between mitigation and adaptation
decisions must be considered in framing DAFs appropriately.
Mitigation decisions are to be crafted globally, and their
i m p l ementation may entail a global spread to reduce costs,
whereas adaptation decisions are more limited to nations or
subnational regions. The region in this context is intentionally
defined loosely and given a broad interpretation. In considering
climate change impacts and adaptation policies, a region typically
would be a sociogeographical unit under the jurisdiction of a
legally recognized policy entity within a country. However, a
region in this sense also could correspond to a whole country,
especially if it is relatively small and geographically homogeneous.
Moreover, regional climate impact and adaptation studies also
are conceivable (and in some cases have been undertaken) at
the level of a supranational region, provided it has a recognized
policymaking entity (e.g., the European Union).
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Many market-sector impacts can be relieved at least partially
by a combination of regional adjustments and interregional
trade (especially in the agriculture and livestock sectors), but
regions remain the prime focus of adaptation policies even in
these cases. In terms of the public policy agenda, mitigation
decisions have to be made today in the context of current
s h o r t -term economic problems, social challenges, and policy
debates. Adaptation and adaptation-related analyses will have
to be developed in the context of long-term socioeconomic and
technological development, with a special view to economic
and technological trends in climate-sensitive economic sectors
and environmental systems. This makes adaptation-oriented
DAF applications easier because options to factor them in are
much broader, but it also makes them more difficult because
the future is difficult to predict and there is a clear need for
policies that will be successful across a broad range of plausible
futures (these policies commonly are called robust). T h e
i n f o rmation base for adaptation decisions will improve over
time, whereas DAFs to support near-term mitigation decisions
must cope with current knowledge plagued with enormous
uncertainties.

2.7.2. Major DAFs and their Use in Adaptation Studies

A broad range of DAFs could be used in principle; to date,
h o w e v e r, only a few have been used in practice to provide
s u bstantial information to policymakers who are responsible
for adaptation decisions at various levels. This subsection lists
DAFs that appear to be most relevant for analyzing adaptation
decisions. Many DAFs overlap in practice, and clear classification
of practical applications sometimes is difficult. The IPCC
Guidance Paper on DAFs (Toth, 2000a) provides a more
c o mprehensive, yet incomplete, catalog.

Just as in analyzing decision options for overall climate policy
(i.e., at what level should concentrations of GHGs be stabilized,
considering the costs and benefits involved?) or for mitigation
decisions (timing, location, ways and means of emission
r e d u ctions), the proper mode to conduct analyses to support
adaptation decisions also is sequential decisionmaking under
uncertainty and considering future learning. The principal task
is to identify adaptation strategies that will take regions or sectors
to the best possible position for revising those strategies at later
dates in light of new information about expected patterns of
regional climate change, socioeconomic development, and
changes in climate-sensitive sectors. Consequently, applications
of all DAFs in adaptation studies should be formulated in the
sequential decisionmaking mode.

The complexities involved in climate change decisionmaking
and selecting appropriate tools to support it stem from the
interconnectedness of the various realms of decisionmaking.
Analysts provide advice for setting the global climate policy
t a rget at the global scale; these targets become external constraints
when adaptation strategies are sought at the regional scale that
are socially just, environmentally sustainable, and compatible
with regional development objectives.

DAFs that are applicable in adaptation assessments can be
d i stinguished according to whether they rely solely on “desk
studies” (involving or not involving formal models) or entail
participation of clients, stakeholder groups, or others. Model-
based DAFs tend to focus primarily on structuring the problem,
apply convenient simplifications, and find efficient solutions
to the problem. Participatory DAFs, in contrast, can better
accommodate diverse views on climate change impacts and
often conflicting interests and options to restrain them. Insights
from both kinds of studies are crucial for policymakers to craft
effective and broadly acceptable policies.

2.7.2.1. Decision Analysis

Decision analysis (DA) is the product of integrating utility theory,
probability, and mathematical optimization (see French, 1990;
Morgan and Henrion, 1990; Chechile and Carlisle, 1991;
Keeney and Raiffa, 1993; Kleindorfer et al., 1993; Marshall
and Oliver, 1995; Clemen, 1996). The process starts with problem
identification and preparation of a possibly comprehensive list
of decision options. Structural analysis would organize options
into a decision tree, carefully distinguishing decision nodes
(points at which the outcome is chosen by the decisionmaker)
and chance nodes (points at which the outcome results from
stochastic external events). Next, uncertainty analysis would
assign subjective probabilities to chance nodes, and utility
analysis would stipulate cardinal utilities (in terms of absolute
values) for outcomes. Finally, optimization produces the best
outcome according to a selected criterion, typically maximizing
expected utility or any other that best reflects the risk attitude
of the decisionmaker.

Advanced DA provides various extensions of the foregoing
conceptual framework and supports a huge diversity of applications.
In the literature, some features (sequential decisionmaking,
hedging), specific versions (multi-criteria analysis), distinctive
applications [risk assessment (RA)], or basic components (multi-
attribute utility theory) of DA sometimes are emphasized and
taken as separate DAFs, although they all are rooted in the same
theoretical framework. As indicated, sequential decisionmaking
is an indispensable mode of analysis of climate change in any
D A F. It refers to framing of the analysis rather than a distinctive
D A F. DA can be performed with a single criterion or with
m u ltiple criteria; multi-attribute utility theory provides the
conceptual underpinnings for the latter. Finally, DA adapted to
managing technological, social, or environmental hazards
c o nstitutes part of RA, in which a range of other methods also
is available. RA involves estimation of the nature and size of
risks. Its objective is to identify quantitative measures of hazards
in terms of magnitude and probability. RAmethods are diverse;
the choice depends on the disciplinary focus and the nature of
the hazard to be assessed, but all methods rely on extrapolation
(see Kates and Kasperson, 1983). See Chapter 12 for applications
of RA in climate impact assessment.

DA is a promising DAF for use in adaptation assessments.
Problem formulation in DAallows for consideration of a broad
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range of uncertain outcomes, different probability distributions
assigned to them, and a variety of possible adaptation actions.
Structuring the DAmodel in an intertemporal fashion is helpful
for identifying robust adaptation strategies that prove to be
effective under a broad range of possible futures and retain a
sufficient degree of freedom for course correction.

2.7.2.2. Cost-Benefit Analysis

Cost-benefit analysis (CBA) involves valuing all costs and
benefits of a proposed project over time on the basis of
w i l lingness to pay (or willingness to accept compensation) on
the part of project beneficiaries (affected people) and specifying
a decision criterion to accept or turn down the project (see
R a y, 1984; Morgenstern, 1997). This criterion usually is the
compensation principle, implying that those who benefit from
the project should be able to compensate the losers. T h e
a p p l i cability of CBA as a DAF for climate policy has been a
fiercely debated issue. Although the debate continues about the
extent to which traditional CBAcan provide useful information
for global-level decisionmaking, there is more agreement on its
usefulness in adaptation decisions at the national and regional
scales.

In practical applications, all costs (C) and benefits (B) are
defined as follows:

where i is the social discount rate, n is the project life, and
t denotes the year. One can use different cost-benefit criteria
for ranking projects or choosing the best among them: the
c o s t -benefit ratio, C B R = B / C > 1; the net present value,
N P V = B – C > 0; and the internal rate of return, IRR > i, where
IRR is the discount rate to make B = C. When we evaluate a
single project, these criteria lead to the same conclusion. In
choosing the most desirable alternative, however, these criteria
indicate different orders of desirability.

A C B A in the adaptation context takes potential regional climate
change scenarios and their impacts as its starting point. The
next step is to establish costs of alternative adaptive measures
as a function of their scales of application—the marginal cost
curve. A related task is to estimate how much damage can be
averted by increasing the adaptation effort—WTP (marginal
benefit curve). The decision principle suggests undertaking
adaptive measures as long as marginal averted damages (benefits)
exceed marginal costs. This rule of thumb is easier to apply in
sectoral adaptation decisions, in which costs and benefits can
be derived from market prices. Difficulties arise in nonmarket
sectors in which the valuation behind the marginal cost and
benefit curves often is debated. Difficulties multiply, in a
regional context, when costs and benefits must be aggregated
across many sectors. 

A frequent critique of CBA and its applicability in adaptation
studies is that the underlying measurements are incomplete

(especially in regional studies, which do not cover all important
aspects), inaccurate (even the costs and benefits of adaptive
actions included in the analysis are impossible to measure
p r ecisely), and debated (related to the two preceding points;
the inclusion and exact valuation of many costs and benefits
involve inherently subjective value judgments). These criticisms
are largely valid. However, it is still better to get at least the
measurable components right and complement them with a
combination of judgments on hard-to-measure items and
s e n s itivity tests to assess their implications than to abandon the
whole method simply because it does not get everything perfect.
Nevertheless, it is important that users of these tools and their
results fully understand the limitations and confidence attached
to them. Duke and Kammen (1999) argue that accounting for
dynamic feedback between the demand response and price
reductions from production experience can be used to account
for deadweight loss and other market dynamics that determine
the benefit-cost ratio of economic and policy measures to expand
the market for clean energy technologies. These results further
support a broader role for market transformation programs to
commercialize new environmentally attractive technologies.
The same dynamic feedback processes also are relevant for
C B A applications to adaptation decisions. For example, consider
changing precipitation patterns that would increase the
f r equency of high-water conditions. Take flood-related damages
as the function of flood return periods: Annual flooding may
cause the least damages, whereas a 5-year return flood will
cause somewhat more, a 20-year return flood even more, and
so on. Adaptation costs increase along the same axis because it
takes higher dikes and larger flood protection reservoirs to
c o ntrol a 50-year return flood than a 5-year return flood. The
level at which a given society will decide to protect itself against
floods depends on local economic conditions and geographical
and technological endowments. A CBAsuggests that it should
be in the neighborhood of where marginal costs of additional
flood protection would be equal to WTP for additional flood
protection.

2.7.2.3. Cost-Effectiveness Analysis

C o s t - e ffectiveness analysis (CEA) takes a predetermined
objective (often an outcome negotiated by key stakeholder groups
in a society) and seeks ways to accomplish it as inexpensively
as possible. The thorny issues of compensations and actual
transfers boil down to less complex but still contentious issues
of burden sharing.

CBA will always be controversial because of the intricacies of
valuing benefits of many public policies, especially intangible
benefits of environmental policies, properly. CEA takes the
desired level of a public good as externally given (a vertical
marginal benefit curve) and minimizes costs across a range of
possible actions. Like other target-based approaches, CEA o f t e n
turns into an implicit CBA, especially if even the minimum
costs turn out to be too high and beyond the ability to pay of
the society. In this case, the target is iteratively revised until an
acceptable solution is found.
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Consider the foregoing example of changing precipitation
p a ttern induced by climate change and resulting high-water
conditions. In many countries, legally binding criteria exist
regarding the level of flood protection (e.g., protection against
a 50- or 100-year return flood). CEAwould take these or other
socially agreed flood protection targets and seek the mix of
dams, reservoirs, and other river basin management options
that would minimize the costs of achieving the specified target.

2.7.2.4. Policy Exercise Approach

The policy exercise (PE) approach involves a flexibly structured
process that is designed as an interface between academics and
policymakers. Its function is to synthesize and assess knowledge
accumulated in several relevant fields of science for policy
purposes in light of complex practical management problems.
At the heart of the process are scenario writing (“future histories,”
emphasizing nonconventional, surprise-rich, but still plausible
futures) and scenario analyses via interactive formulation and
testing of alternative policies that respond to challenges in the
scenario. These scenario-based activities take place in an
o rg anizational setting that reflects the institutional features of
the issues addressed. Throughout the exercise, a wide variety
of hard (mathematical and computer models) and soft methods
are used (Brewer, 1986; Toth, 1988a,b; Parson, 1997).

The product of a PE is not necessarily new scientific knowledge
or a series of explicit policy recommendations but a new, better
structured view of the problem in the minds of participants.
The exercise also produces statements concerning priorities for
research to fill gaps of knowledge, institutional changes that
are needed to cope more effectively with the problems,
t e c hnological initiatives that are necessary, and monitoring and
early warning systems that could ease some of the problems in
the future. In recent years we have witnessed increasing use of
the PE approach to address climate change at the national scale
(see Klabbers et al., 1995, 1996) and at the global level.

2.7.3. Relevance and Use of DAFs in Sectoral
Adaptation Decisions—Selected Examples

Working Group II has reviewed a huge volume of climate
impact assessment studies conducted to date. Most of these
studies investigate possible implications of climate change for
a single economic sector or environmental component. An
increasing, yet still small, fraction of these studies lists options
to alleviate impacts, but few take even the next step of exploring
direct and indirect costs of those adaptation options. Even
fewer studies provide comprehensive assessments of direct and
indirect benefits. 

Although these studies qualitatively indicate that many policy
options proposed as adaptation measures to reduce negative
impacts of climate change would be justified even in the
absence of climate change (dubbed “no regret” measures on the
impacts adaptation side), to date very few have been developed

to the point at which comprehensive and quantitative assessment
of adaptation options would be possible. Nevertheless, they are
a prerequisite for establishing appropriate applications of the
more quantitative DAFs reviewed in Section 2.7.2. The main
reason is that, despite uncertainties of regional climate change
patterns and resulting impacts, some information is generated
about possible biophysical impacts. However, little is known
about future socioeconomic sensitivity and even less about
future adaptive capacity. Resolving this would require fairly
detailed regional development scenarios to provide the broader
context for sectoral assessments. All these factors together
make rigorous applications of quantitative DAFs difficult.

A simple ranking of climate impact and adaptation studies
according to how far they get in using DA tools would start
with those that are preoccupied almost exclusively with impacts
and casually mention some obvious adaptation options. The
next category would be studies that attempt to produce a
c o mprehensive list of possible adaptive measures. More advanced
studies would explore positive and, if they exist, negative
effects of listed options and try to establish at least a qualitative
ranking. By assigning monetary values to those comprehensive
e ffects, CBAcould help determine the optimal level of adaptation
measures; CEA would select the least-cost solution to provide
a predetermined level of adaptation objective.

Perhaps the most crucial area of public policy in climate
change adaptation is water resource management. A set of
papers arranged by Frederick et al. (1997a) looks at different
aspects of climate change and water resources planning. Their
general conclusion is that DAFs adopted in public policy
p r ocedures of water management are largely “appropriate for
planning and project evaluation under the prospect of climate
change, but new applications and extensions of some criteria
may be warranted” (Frederick et al., 1997b). The authors
mention nonstationarity, interest rates, and multiple objectives as
issues on which progress is required to support better assessments
of climate change adaptation decisions.

Water is an important factor to consider in most other sectoral
impact and adaptation assessments, even if their primary focus
is on a single sector. With a view to the complexity of interactions
among sectoral impacts on one hand and adaptation measures
on the other, integrated regional assessments increasingly are
considered to be indispensable to understand climate-related
risks.

2.7.4. Relevance and Use of DAFs in Regional
Adaptation Decisions—Selected Examples

Sectoral adaptation decisions must be considered in the broader
regional context in which evolution in related sectors and their
responses to changing climatic conditions represent additional
factors to consider in planning a given sector’s own adaptation
strategy. This process is likely to involve a broad mix of private
and public stakeholders and their interactions. From the
p e rspectives of regional planners and policymakers who are
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responsible for the overall socioeconomic development of a
specific region, the challenge is to create conditions under
which relevant sectoral actors can formulate their own adaptive
strategies efficiently and install public policies that will help
adaptation in sectors that provide public services and manage
public resources.

Designing and implementing regional climate change studies
that incorporate full-fledged DAFs to support the development
of regional climate adaptation policies has proven to be an
insurmountable challenge to date. This is understandable, in
view of the difficulties involved, and indicates a crucial
research area for the future.

Most statements on regional adaptation policies in the literature
stem from limited but logical extensions of sectoral climate
impact assessment studies. Once possible biophysical changes
and their direct or indirect socioeconomic consequences are
established, impact assessors mention a few options that could
mitigate those impacts or moderate their consequences. Seldom
are these lists comprehensive, and they scarcely entail even
direct cost estimates, let alone assessments of indirect costs and
ancillary benefits involved in the specified adaptation options.

The study by Ringius et al. (1996) on climate change vulnerability
and adaptation in Africa is a good example. Focusing on impacts
on agriculture and water, the authors develop a typology of
adaptive responses and discuss their effectiveness from the
perspectives of different stakeholders. Although the study is
extremely useful in pointing out that a convenient and crucial
starting point for decisions on adapting to expected climate
change in Africa is to reduce present vulnerability and enhance
the capacity to respond to any environmental and economic
perturbations (not just climate and weather), no attempt has
been made to evaluate the costs and benefits of different
options or to rank them in terms of their effectiveness.

An early policy-oriented impact assessment study adopted the
PE approach to synthesize results of sectoral studies in a DAF
in selected countries in southeast Asia (Toth, 1992a,b). The
project included data collection, modeling, completion of first-
order impact assessments, analysis of socioeconomic impacts
on the impact assessment side, development of background
scenarios, and pre-interviews with “policy” participants as
preparations for PE workshops. The results of these workshops
indicate that the PE approach might be a useful tool in structuring
the numerous uncertain facets that are related to developing
robust regional adaptation policies.

Apartially integrated regional cost-benefit assessment has been
prepared for the entire coastal area of Poland (Zeidler, 1997).
Scenarios of sea-level rise have been combined with different
assumptions about socioeconomic development in the potentially
affected coastal region to explore mainly direct and relatively
easy-to-estimate costs and benefits of three specifically defined
adaptation strategies: retreat (no adaptation), limited protection,
and full protection. Because of its numerous merits and despite
its limitations, this study has demonstrated the feasibility of

using CBAto formulate climate change adaptation problems in
a simple DAF and the potential usefulness of its results to
p o licymakers.

2.7.5. Contribution of DAFs in Adaptation
to Integrated Climate Change Decisions on
Balancing Mitigation and Adaptation

Information generated in applying DAFs in sectoral and regional
climate impact assessment studies is oriented primarily toward
decisionmakers who have the mandate to initiate and implement
public policies to reduce future adverse impacts of climate
change. Just the attempt to integrate adaptation options into
selected DAFs would force analysts to think comprehensively
and achieve internal consistency, to consider broader factors
beyond the influence of sectoral or regional stakeholders. Even
though a comprehensive CBAor DAremains difficult to develop,
the overall quality of the impact assessment improves.

Asecond, equally important use of these results is to help define
GHG mitigation objectives. National and regional positions at
global negotiations on long-term climate stabilization targets
(with respect to anthropogenic forcing) apparently are influenced
by perceived risks involved in climate change as well as net
damage remaining even after plausible and affordable adaptation
options have been considered.

Admittedly, it is a difficult task to formulate impact/adaptation
studies properly in any DAF. This explains the modest progress
in the field since the SAR. Regional and sectoral chapters in
this volume review a small number of DAF applications,
whereas there was hardly any application on which to report in
the SAR.

2.8. Conclusion

In the decade prior to the SAR, the preponderance of studies
employed methods and tools largely for the purpose of ascertaining
the biophysical impacts of climate change, usually on a sectoral
basis. Thus, the methods included models and other means for
examining the impacts of climate change on water resources,
agriculture, natural ecosystems, or coasts. Such methods have
improved with regard to detection of climate change in biotic
and physical systems and produced new substantive findings.
In addition, since the SAR, cautious steps have been taken to
expand the “toolbox” to address more effectively the human
dimensions of climate as cause and consequence of change and
to deal more directly with cross-sectoral issues concerning
v u lnerability, adaptation, and decisionmaking. In particular,
more studies have begun to apply methods and tools for costing
and valuing effects, treating uncertainties, integrating effects
across sectors and regions, and applying DAFs to evaluate
adaptive capacity. Overall, these modest methodological
d e v e lopments are encouraging analyses that will build a more
solid foundation for understanding how decisions regarding
adaptation to future climate change might be taken.

137Methods and Tools



References

Alcamo, J. (ed.), 1994: IMAGE 2.0—Integrated Modeling of Global Climate
Change. J. Kluwer Academic Publishers, Dordrecht, The Netherlands,
328 pp.

A l c a m o , J., R. Leemans, and G.J.J. Kreileman, 1998: Global Change
Scenarios of the 21st Century. Results from the Image 2.1 Model.
Pergamon & Elseviers Science, London, United Kingdom.

Alcamo, J. and E. Kreileman, 1996: Emission scenarios and global climate
protection. Global Environmental Change, 6, 305–334.

A n d e r s o n , J.L., 1998: Embracing uncertainty: the interface of Bayesian statistics
and cognitive psychology. Conservation Ecology, 2(1), 2. Available
online at http://www.consecol.org/vol2/iss1/art2.

Arnell, N., B. Bates, H. Lang, J.J. Magnuson, and P. Mulholland, 1996:
Hydrology and freshwater ecology. In: Climate Change 1995: Impacts,
Adaptations and Mitigation of Climate Change: Scientific-Technical
Analyses. Contribution of Working Group II to the Second Assessment
Report of the Intergovernmental Panel on Climate Change [Watson,
R.T., M.C. Zinyowera, and R.H. Moss (eds.)]. Cambridge University
Press, Cambridge, United Kingdom and New York, NY, USA, pp. 325–364.

Arrow, K.J., 1951: Social Choice and Individual Values. John Wiley and Sons,
Chichester, United Kingdom, 124 pp.

Arrow, K.J., 1963: Social Choice and Individual Values. John Wiley and Sons,
London, Chichester, United Kingdom, 2nd. ed., 124 pp.

Arrow, K.J., W.R. Cline, K.G. Mäler, M. Munasinghe, R. Squitieri, and J.E.
Stiglitz, 1996: Discounting. In: Climatic Change 1995: Economic and
Social Dimensions of Climate Change, Second Assessment of the
Intergovernmental Panel on Climate Change [Bruce, J.P., H. Lee, and
E.F. Haites (eds.)]. Cambridge University Press, Cambridge, United
Kingdom and New York, NY, USA, pp. 129–144.

A s h w o rt h , A.C., 1996: The response of arctic Carabidae (C o l e o p t e r a) to
c l imate change based on the fossil record of the Quaternary period.
Annales Zoologici Fennici, 33, 125–131.

Atkinson, A.B., 1970: On the measurement of inequality. Journal of Economic
Theory, 2, 244–263.

Badgley, C., 1998: Vertebrate indicators of paleoclimate. Journal of Vertebrate
Paleontology, 18(3), 25A.

Bakker, K., T. Downing, A. Garrido, C. Giansante, E. Iglesias, L. del Moral,
G. Pedregal, P. Riesco, and the SIRCH Team, 1999: A Framework for
Institutional Analysis . Environmental Change Unit, Oxford University,
Oxford, United Kingdom, 52 pp.

B a r n o s k y, A.D., 1986: “Big game” extinction caused by late Pleistocene
c l imatic change: Irish elk (M e g a l o c e ros giganteus) in Ireland.
Quaternary Research, 25, 128–135.

B a roni, C. and G. Orombelli, 1994: Abandoned penguin rookeries as
Holocene paleoclimatic indicators in Antarctica. Geology, 22, 23–26.

Bartholomay, G.A., R.T. Eckert, and K.T. Smith, 1997: Reductions in tree-
ring widths of white pine following ozone exposure at Acadia National
Park, Maine, U.S.A. Canadian Journal of Forest Research, 27(3),
361–368.

Bateman, I. and K. Willis (eds.), 1995: Valuing Environmental Preferences:
Theory and Practice of the Contingent Valuation Method. Oxford
University Press, Oxford, United Kingdom, 645 pp.

Berthold, P. and A.J. Helbig, 1992: The genetics of bird migration: stimulus,
timing and direction. Ibis, 1, 35–40.

Braden, J. and C. Kolstad, 1991: Measuring the Demand for Environmental
Quality. Elsevier Press, Amsterdam, The Netherlands, 370 pp.

B r a d l e y, R.S. and P.D. Jones (eds.), 1992: Climate since A.D. 1500.
Routledge, London, United Kingdom and New York, NY, USA, 706 pp.

Bradley, N.L., A.C. Leopold, J. Ross, and H. Wellington, 1999: Phenological
changes reflect climate change in Wisconsin. Proceedings of the National
Academy of Sciences, 96, 9701–9704.

Brandon-Jones, D., 1996: The Asian Colobinae (M a m m a l i a :
Cercopithecidae) as indicators of Quaternary climate change. Biological
Journal of the Linnean Society , 59, 327–350.

Brewer, G.D., 1986: Methods for synthesis: policy exercises. In: Sustainable
Development of the Biosphere [Clark, W.C. and R.E. Munn (eds.)].
Cambridge University Press, Cambridge, United Kingdom and New
York, NY, USA, pp. 455–473.

Briffa, K.R., F.H. Schweingruber, P.D. Jones, T.J. Osborn, I.C. Harris, S.G.
Shiyatov, E.A. Vaganov, and H. Grudd, 1998: Trees tell of past climates:
but are they speaking less clearly today? Philosophical Transactions of
the Royal Society of London B Biological Sciences, 353(365), 65–73.

Briguglio, L., 1995: Small island states and their economic vulnerabilities.
World Development, 23, 1615–1632.

B ro e c k e r, W.S., 1997: Thermohaline circulation, the Achilles heel of our climate
system: will man-made CO2 upset the current balance? Science, 278,
1582–1588.

Brooks, J.R., L.B. Flanagan, and J.R. Ehleringer, 1998: Responses of boreal
conifers to climate fluctuations: indications from tree-ring widths and
carbon isotope analyses. Canadian Journal of Forest Research, 28(4),
524–533.

Brown, J.H., G.C. Stevens, and D.M. Kaufman, 1996: The geographic range:
size, shape, boundaries and internal structure. Annual Review of
Ecological Systems, 27, 597–623.

Carter, T.R., M.L. Parry, H. Harasawa, and S. Nishioka, 1994: IPCC Technical
Guidelines for Assessing Climate Change Impacts and Adaptations.
University College London, Centre for Global Environmental
Research, and National Institute for Environmental Studies, Tsukuba,
Japan, 59 pp.

Casman, E.A., M.G. Morgan, and H. Dowlatabadi, 1999: Mixed levels of
uncertainty in complex policy models. Risk Analysis, 19(1), 33–42.

Cebon, P., U. Dahinden, H.C. Davies, D.M. Imboden, and C.C. Jaeger (eds.),
1998: Views from the Alps. Towards Regional Assessments of Climate
Change. MITPress, Cambridge, MA, USA, 536 pp.

Cescatti, A. and E. Piutti, 1998: Silvicultural alternatives, competition regime
and sensitivity to climate in a European beech forest. Forest Ecology and
Management, 102(2–3), 213–223.

Chattopadhyay, D. and J.K. Parikh, 1993: CO2 emissions reduction from
power system in India. Natural Resources Forum, 17(4), 251–261.

Chechile, A. and S. Carlisle (eds.), 1991: Environmental Decisionmaking: A
Multidisciplinary Perspective . Van Nostrand Reinhold, New York, NY,
USA, 296 pp.

Clark, G.E., S.C. Moser, S.J. Ratick, K. Dow, W.B. Meyer, S. Emani, W. Jin,
J.X. Kasperson, R.E. Kasperson, and H.E. Schwarz, 1998: Assessing the
vulnerability of coastal communities to extreme storms: the case of
Revere, MA, USA. Mitigation and Adaptation Strategies for Global
Change, 3, 59–82.

Clemen, R.T., 1996: Making Hard Decisions: An Introduction to Decision
Analysis. Duxbury Press, Belmont, CA, USA, 664 pp.

Cohen, S., 1998: Scientist-stakeholder collaboration in integration assessment
of climate change: lessons from a case study of northwest Canada.
Environmental Modeling and Assessment, 2, 281–293.

Cohen, S., 1997: Mackenzie Basin Impact Study—Final Report. Environment
Canada and the University of British Columbia, Vancouver, BC, Canada,
372 pp.

C o o p e , G.R., 1995: Insect faunas in ice age environments: why so little extinction?
In: Extinction Rates [Lawton, J.H. and R.M. May (eds.)]. Oxford
University Press, Oxford, United Kingdom, pp. 55–74.

CSIRO, 1996: Climate Change Scenarios for the Australian Region. Climate
Impact Group, CSIRO Division of Atmospheric Research, Melbourne,
Australia, 8 pp.

CSIRO, 1992: Climate Change Scenarios for the Australian Region. Climate
Impact Group, CSIRO Division of Atmospheric Research, Melbourne,
Australia, 6 pp.

Cummings, R., D. Brookshire, and W. Schultze, 1986: Valuing Environmental
Goods: An Assessment of the Contingent Valuation Method . Rowman &
Littlefield, Lanham, MD, USA, 462 pp.

Daly, H.E. and J.B. Cobb, 1994: For the Common Good: Redirecting the
Economy toward Community, the Environment, and a Sustainable
Future. Beacon Press, Boston, MA, USA, 534 pp.

Darwin, R., M. Marinos, J. Lewandrowski, and A. Raneses, 1995: World
Agriculture and Climate Change—Economic Adaptations. Department
of Energy, Economic Research Service Report 703, U.S. Department of
Agriculture, Washington, DC, USA, 86 pp.

Davis, A.J., L.S. Jenkinson, J.H. Lawton, B. Shorrocks, and S. Wood, 1998:
Making mistakes in predicting responses to climate change. Nature, 391,
783.

Methods and Tools138



D a v i s , M.B., 1988: Ecological Systems and Dynamics in To w a rd an
Understanding of Global Change. National Academy Press, Washington,
DC, USA, pp. 69–106.

Davis, M.B. and C. Zabinski, 1992: Changes in geographical range resulting
from greenhouse warming: effects on biodiversity in forests. In: Global
Warming and Biological Diversity [Peters, R.L. and T.E. Lovejoy (eds.)].
Yale University Press, New Haven, CT, USA, pp. 297–307.

Davis, R., 1963: Recreational planning as an economic problem. Natural
Resources Journal, 3, 239–249.

D e G ro o t , R.S., P. Ketner, and A.H. Ovaa, 1995: Selection and use of bio-
i n d icators to assess the possible effects of climate change in Europe.
Journal of Biogeography, 22, 935–943.

Douglas, M. and A. Wildavsky, 1982: Risk and Culture: An Essay on the
Selection of Technical and Environmental Danger. University of
California Press, Berkeley, CA, USA, 221 pp.

Downing, T.E., (ed.), 1996: Climate Change and World Food Security.
Springer-Verlag, Heidelberg, Germany, 662 pp.

Downing, T.E., R. Butterfield, S. Cohen, S. Huq, R. Moss, A. Rahman, Y.
Sokona, and L. Stephen, 2001: Climate Change Vulnerability: Toward a
Framework for Understanding Adaptability to Climate Change Impacts .
United Nations Environment Programme, Nairobi, Kenya, and
Environmental Change Institute, Oxford University, Oxford, United
Kingdom.

D o w n i n g, T.E., S. Moss, and C. Pahl-Wostl, 2000: Understanding climate policy
using participatory agent-based social simulation. In: Proceedings of the
Second International Workshop on Multi-Agent Based Simulation.
Lecture Notes in Artificial Intelligence 1979 [Davidson, P. and S. Moss
(eds.)]. pp. 198–215.

Downing, T.E., M.J. Gawith, A.A. Olsthorn, R.S.J. Tol, and P.Vellinga, 1999a:
Introduction. In: Climate, Change and Risk [Downing, T.E., A.A. Olsthoorn,
and R.S.J. Tol (eds.)]. Routledge, London, United Kingdom, pp. 1–18.

Downing, T.E., A.A. Olsthoorn, and R.S.J. Tol (eds.), 1999b: Climate, Change
and Risk. Routledge, London, United Kingdom, 407 pp.

D u k e , R.D. and D.M. Kammen, 1999: The economics of energy market
t r a n sformation initiatives. The Energy Journal, 20(4), 15–64.

Easterling, D.R., G.A. Meehl, C. Parmesan, S. Chagnon, T. Karl, and L.
Mearns, 2000: Climate extremes: observations, modeling, and impacts.
Science, 289, 2068–2074.

Easterling, W.E., C. Polsky, D. Goodin, M. Mayfield, W.A. Muraco, and B.
Yarnal, 1998: Changing places, changing emissions: the cross-scale
r e l iability of greenhouse gas emissions inventories in the U.S. Local
Environment, 3(3), 247–262.

Edmonds, J.A., S.H. Kim, C.N. MacCracken, R.D. Sands, and M.A. Wise,
1997: Return to 1990: The Cost of Mitigating United States Carbon
Emissions in the Post-2000 Period. PNNL-11819, Pacific Northwest
National Laboratory,Washington, DC, USA, 109 pp.

Edwards, A.W.F., 1992: Likelihood. The Johns Hopkins University Press,
Baltimore, MD, USA, expanded edition, 296 pp. (Originally published in
1972 by Cambridge University Press, Cambridge, United Kingdom.)

El-Shaer, H.M., C. Rosenzweig, A. Iglesias, M.H. Eid, and D. Hillel, 1997:
Impact of climate change on possible scenarios for Egyptian agriculture
in the future. Mitigation and Adaptation Strategies for Global Change,
1(3), 223–250.

Everett, J.T. and B.B. Fitzharris, 1998: The Arctic and the Antarctic. In: The
Regional Impacts of Climate Change: An Assessment of Vulnerability.A
Special Report of IPCC Working Group II [ Watson, R.T., M.C.
Zinyowera, and R.H. Moss (eds.)]. Cambridge University Press,
Cambridge, United Kingdom and New York, NY, USA, pp. 85–103.

Fankhauser, S., 1998: The Cost of Adapting Climate Change .Working Paper
16, Global Environment Facility,Washington, DC, USA.

Feng, X. and S. Epstein, 1996: Climatic trends from isotopic records of tree
rings: the past 100–200 years. Climatic Change, 33(4), 551–562.

Fitzharris, B.B., 1996: The cryosphere: changes and their impacts. In:
Climate Change 1995: Impacts, Adaptations, and Mitigation of Climate
Change: Scientific-Technical Analyses. Contribution of Working Group
II of the Second Assessment Report for the Intergovernmental Panel on
Climate Change [Watson, R.T., M.C. Zinyowera, and R.H. Moss (eds)].
Cambridge University Press, Cambridge, United Kingdom and New
York, NY, USA, pp. 241–266.

Fox, J., 1994: On the necessity of probability: Reasons to believe and grounds
for doubt. In: Subjective Probability [Wright, G. and P. Ayton (eds.)].
John Wiley and Sons, Chichester, United Kingdom, pp. 75–104.

Frederick, K.D., D.C. Major, and E.Z. Stakhiv (eds.), 1997a: Climate change
and water resources planning criteria. Climatic Change (Special Issue),
37, 1–313.

Frederick, K.D., D.C. Major, and E.Z. Stakhiv, 1997b: Introduction. Climatic
Change (Special Issue), 37, 1–5.

French, S. 1990: Reading in Decision Analysis . Chapman and Hall, London,
United Kingdom, 240 pp.

Gigerenzer, G., 1996: On narrow norms and vague heuristics: a rebuttal to
Kahneman and Tversky. Psychological Review, 103, 592–596.

Gigerenzer, G., 1994: Why the distinction between single event probabilities
and frequencies is important for psychology and vice-versa. In:
Subjective Probability [Wright, G. and P. Ayton (eds.)]. John Wiley and
Sons, Chichester, United Kingdom, pp. 129–161.

Gigerenzer, G., U. Hoffrage, and H. Kleinbölting, 1991: Probabilistic mental
models: A Brunswikian theory of confidence. Psychological Review, 98,
506–528.

Goodfriend, G.A. and R.M. Mitterer, 1988: Late quaternary land snails from
the north coast of Jamaica: local extinctions and climatic change.
Palaeogeography Palaeoclimatology Palaeoecology, 63, 293–312.

Goulder, L. and S.H. Schneider, 1999: Induced technological change and the
attractiveness of CO2 abatement policies. R e s o u rce and Energy Economics,
21, 211–253.

G r a h a m , R . W., 1992: Late Pleistocene faunal changes as a guide to understanding
e ffects of greenhouse warming on the mammalian fauna of North A m e r i c a .
In: Global Warming and Biological Diversity [Peters, R.L. and T.E.
Lovejoy (eds.)]. Yale University Press, New Haven, CT, USA, pp. 76–87.

Grinnell, J., 1928: Presence and absence of animals. University of California
Chronicle, 30, 429.

Grinnell, J., 1924: Geography and evolution. Ecology, 5, 225.
Grubb, M., M. Ha-Duong, and T. Chapuis, 1994: Optimizing climate change

abatement responses: on inertia and induced technology development. In:
Integrative Assessment of Mitigation, Impacts, and Adaptation to
Climate Change. [Nakicenovic, N., W.D. Nordhaus, R. Richels, and F.L.
Toth (eds.)]. International Institute for Applied Systems A n a l y s i s ,
Laxenburg, Austria, pp. 513–534.

Hadly, E.A., 1997: Evolutionary and ecological response of pocket gophers
(Thomomys talpoides) to late-Holocene climatic changes. Biological
Journal of the Linnean Society, 60, 277–296.

Hameed, S., 1994: Variation of spring climate in lower-middle Yangtse River
Valley and its relation with solar-cycle length. Geophysical Research
Letters, 21, 2693–2696.

Hanley, N.J., J.F. Shogren, and B. White, 1997: Environmental Economics in
Theory and Practice. Oxford University Press, Oxford, United Kingdom,
464 pp.

Hanley, N.J. and C. Spash, 1993: Cost-Benefit Analysis and the Environment.
Edward Elgar, Aldershot, The Netherlands, 385 pp.

Hanski, I., 1999: Metapopulation Ecology. Oxford University Press, Oxford,
United Kingdom, 313 pp.

Henderson-Sellers, A., 1993: An Antipodean climate of uncertainty. Climatic
Change, 25, 203–224.

Hoffman, A.A. and P.A. Parsons, 1997: Extreme Environmental Change and
Evolution. Cambridge University Press, Cambridge, United Kingdom
and New York, NY, USA, 259 pp.

Howard, R.A., J.E. Matheson, and D.W. North, 1972: The decision to seed
hurricanes. Science, 176, 1191–1202.

Hulme, M. and O. Brown, 1998: Portraying climate scenario uncertainties in
relation to tolerable regional climate change. Climate Researc h , 1 0 , 1 – 1 4 .

Huq, S., Z. Karim, M. Asaduzaman, and F. Mahtab (eds.), 1999: Vulnerability
and Adaptation to Climate Change in Bangladesh. J. Kluwer Academic
Publishers, Dordrecht, The Netherlands, 164 pp.

IPCC, 1996a: Climate Change 1995: The Science of Climate Change.
Contribution of Working Group I to the Second Assessment Report of the
Intergovernmental Panel on Climate Change [Houghton, J.T., L.G.
Meira Filho, B.A. Callander, N. Harris, A. Kattenberg, and K. Maskell
(eds.)]. Cambridge University Press, Cambridge, United Kingdom and
New York, NY, USA, 572 pp.

139Methods and Tools



IPCC, 1996b: Climate Change 1995: Impacts, Adaptations and Mitigation of
Climate Change: Scientific-Technical Analyses. Contribution of Working
Group II to the Second Assessment Report of the Intergovernmental
Panel on Climate Change [Watson, R.T., M.C. Zinyowera, and R.H.
Moss (eds.)]. Cambridge University Press, Cambridge, United Kingdom
and New York, NY, USA, 879 pp.

J a c o b y, G.C. and R.D. D’Arrigo, 1997: Tree rings, carbon dioxide, and
c l imatic change. Proceedings of the National Academy of Sciences,
94(16), 8350–8353.

Jacoby, H.D. and I.S. Wing, 1999: Adjustment time, capital malleability and
policy cost. In: The Energy Journal, Special Issue–The Costs of the
Kyoto Protocol: A Multi-Model Evaluation, 3, 79–92.

Jones, R.N., 2000: Managing uncertainty in climate change projections: Issues
for impact assessment. Climatic Change, 45(3–4), (in press).

J u s l i n , P., 1994: The overconfidence phenomenon as a consequence of informal
e x p e r i m e n t e r-guided selection of almanac items. O rg a n i z a t i o n a l
Behavior and Human Decision Processes, 57, 226–246.

Juslin, P., A. Winman, and H. Olsson, 2000: Naive empiricism and dogmatism
in confidence research: a critical examination of the hard-easy effect.
Psychological Review, 107(2), 22–28.

K a h n e m a n , D. and D. Lovallo, 1993: Timid choices and bold forecasts: a
c o gnitive perspective on risk taking. Management Science, 39, 17–31.

Kahneman, D. and A. Tversky, 1996: On the reality of cognitive illusions: A
reply to Gigerenzer ’s critique. Psychological Review, 103, 582–591.

K a h n e m a n , D. and A. T v e r s k y, 1979: Intuitive prediction: biases and corrective
procedures. Management Science, 12, 313–327.

Kahneman, D., P. Slovic, and A. Tversky (eds.), 1982: Judgement under
U n c e rtainty: Heuristics and Biases. Cambridge University Press,
Cambridge, United Kingdom and New York, NY, USA, 555 pp.

Kaly, U., L. Briguglio, H. McLeod, S. Schmall, C. Pratt, and R. Pal, 1999:
E n v i ronmental Vulnerability Index (EVI) to Summarise National
Environmental Vulnerability Profiles. SOPAC Technical Report 275,
South Pacific Applied Geoscience Commission, Suva, Fiji, 73 pp.

K a t e s , R . W. and J.X. Kasperson, 1983: Comparative risk analysis of
t e c h n ological hazards (a review). Proceedings of National Academy of
Sciences, 80, 7027–7038.

K a t z , R . W. and B. Brown, 1992: Extreme events in a changing climate:
v a r iability is more important than average. Climate Change, 2 1 , 2 8 9 – 3 0 2 .

Keeney, R.L. and H. Raiffa, 1993: Decisions with Multiple Objectives.
Cambridge University Press, Cambridge, United Kingdom, 569 pp.

Klabbers, J.H.G., R.J. Swart, A.P. Van Ulden, and P.Vellinga, 1995: Climate
policy: management of organized complexity through gaming. In:
Simulation and Gaming across Disciplines and Cultures: ISAGA at a
Watershed [Crookall, D. and K. Arai (eds.)]. Sage, Thousand Oaks, CA,
USA, pp. 122–133.

Klabbers, J.H.G., C. Bernabo, M. Hisschemsller, and B. Moomaw, 1996:
Climate change policy development: enhancing the science/policy
d i alogue. In: Simulation Now! Learning through Experience: The
Challenge of Change [Watts, F. and A. Garcia (eds.)]. Carbonell,
Diputacio de Valencia, Valencia, Spain, pp. 285–297.

Kleindorfer, P.R., H.C. Kunreuther, and P.J.H. Shoemaker, 1993: Decision
Sciences: An Integrative Perspective. Cambridge University Press,
Cambridge, United Kingdom, 480 pp.

Lancaster, K., 1966: A new approach to consumer theory. Journal of Political
Economy, 74, 132–157.

Lauscher, F., 1978: Neue Analysen ältester und neuerer phänologischer
Reihen. Arch. Meteorol. Geophysik Bioklimatol., 28, 373–385.

Lavoie, C. and S. Payette, 1996: The long-term stability of the boreal forest
limit in subarctic Quebec. Ecology, 77(4), 1226–1233.

MacArthur, R.M., 1972: Geographical Ecology. Harper & Row, New York,
NY, USA, 269 pp.

Mackenzie-Hedger, M., I. Brown, R. Connell, T. Downing, and M. Gawith
(eds.), 2000: Climate Change: Assessing the Impacts—Identifying
Responses. The First Three Years of the UK Climate Impacts
Programme. UKCIP Technical Report, United Kingdom Climate Impacts
Programme and Department of the Environment, Transport, and the
Regions, Oxford, United Kingdom.

Maddison, D.J., 1995: A cost-benefit analysis of slowing climate change.
Energy Policy, 23(4/5), 337–346.

Malakoff, D., 1999: Bayes offers a “new” way to make sense of numbers.
Science, 286, 1460–1464.

M a n n e , A.S. and R. Richels, 1995: The greenhouse debate: economic eff i c i e n c y,
burden sharing and hedging strategies. The Energy Journal, 1 6 ( 4 ) , 1 – 3 7 .

M a n n e ,A.S. and R. Richels, 1992: Buying Greenhouse Insurance: The Economic
Costs of CO2 Emissions Limits. MITPress, Cambridge, MA, USA, 314 pp.

Manne, A.S., R.O. Mendelsohn, and R.G. Richels, 1995: MERGE—a model
for evaluating regional and global effects of GHG reduction policies.
Energy Policy, 23(1), 17–34.

Marshall, K.T. and R.M. Oliver, 1995: Decisionmaking and Forecasting.
McGraw-Hill, New York, NY, USA, 407 pp.

M a rt e n s , P., R.S. Kovats, S. Nijhof, P. De Vries, M.T.J. Livermore, D.J. Bradley,
J. Cox, and A.J. McMichael, 1999: Climate change and future populations
at risk of malaria. Global Environmental Change, 9 , S 8 9 – S 1 0 7 .

M c B e a n , G.A., P.S. Liss, and S.H. Schneider, 1996: Advancing our understanding.
In: Climate Change 1995: The Science of Climate Change. Contribution
of Working Group I to the Second Assessment Report of the
Intergovernmental Panel on Climate Change [Houghton, J.T., L.G.
Meira Filho, B.A. Callander, N. Harris, A. Kattenberg, and K. Maskell
(eds.)]. Cambridge University Press, Cambridge, United Kingdom and
New York, NY, USA, pp. 517–530.

M c C l e l l a n d , A.G.R. and F. Bolger, 1994: The calibration of subjective
p r o b abilities: theories and models 1980–1994. In: Subjective Probability
[Wright, G. and P. Ayton (eds.)]. John Wiley and Sons, New York, NY,
USA, pp. 453–482.

Mearns, L.O., 1995: Research issues in determining the effects of changing
climatic variability on crop yields. Climate Change and Agriculture:
Analysis of Potential International Impacts. American Society of
Agronomy Special Publication No. 58, Madison, WI, USA, pp. 123–146.

Mearns, L.O., T. Mavromatis, E. Tsvetsinskaya, C. Hays, and W. Easterling,
1999: Comparative responses of EPIC and CERES crop models to high
and low spatial resolution climate change scenarios. Journal of
Geophysical Research—Atmospheres, 104(D6), 6623–6646.

Mendelsohn, R., A. Andronova, W. Morrison, and M. Schlesinger, 2000:
Country-specific market impacts of climate change. Climatic Change,
45, 553–569.

Mendelsohn, R. and J. Neumann (eds.), 1999: The Impacts of Climate Change
on the U.S. Economy. Cambridge University Press, Cambridge, United
Kingdom and New York, NY, USA, 331 pp.

Menzel, A. and P. Fabian, 1999: Growing season extended in Europe. Nature,
397, 659.

Mimura, N., K. Satoh, and S. Machida, 2000: Asian and Pacific vulnerability
assessment—an approach to integrated regional assessment. In:
P roceedings of the Thai-Japanese Geological Meeting. The
Comprehensive Assessments on Impact of Sea-Level Rise. pp. 123–128.

Mitchell, R. and R. Carson, 1989: Using Surveys to Value Public Goods: The
Contingent Valuation Method. Resources for the Future, Washington,
DC, USA, 268 pp.

Morgan, G. and H. Dowlatabadi, 1996: Learning from integrated assessment
of climate change, Climatic Change, 34(3–4), 337–368.

Morgan, M.E., C. Badgley, G.F. Gunnell, P.D. Gingerich, J.W. Kappelman,
M.C. Maas, 1995: Comparative paleoecology of Paleogene and
Neogene mammalian faunas: body-size structure. P a l a e o g e o g r a p h y
Palaeoclimatology Palaeoecology, 115(1–4), 287–317.

Morgan, M.G., 1998: Uncertainty analysis in risk assessment. Human and
Ecological Risk Assessment, 4(1), 25–39.

Morgan, M.G. and M. Henrion, 1990: Uncertainty: A Guide to Dealing with
U n c e rtainty in Quantitative Risk and Policy A n a l y s i s . C a m b r i d g e
University Press, Cambridge, United Kingdom and New York, NY, USA,
332 pp.

Morgan, M.G. and D.W. Keith, 1995: Subjective judgments by climate
experts. Environmental Science and Technology, 29, 468A–476A.

Morgenstern, R.D., 1997: Economic Analysis at EPA: Accessing Regulatory
Impact. Resources for the Future, Washington, DC, USA, 478 pp.

Morita, T.S., P.R. Shukla, and O.K. Cameron, 1997b: Epistemological gaps
between integrated assessment models and developing countries .
P roceedings of the IPCC Asia-Pacific Workshop on Integrated
Assessment Models. Center for Global Environmental Research, National
Institute for Environmental Studies, Tsukuba, Japan, pp. 125–138.

Methods and Tools140



Morris, M.D., 1979: Measuring the Condition of the World’s Poor: The
Physical Quality of Life Index. Pergamon Press, New York, NY, USA,
176 pp.

M o s s , R.H. and S.H. Schneider, 2000: Uncertainties in the IPCC TA R :
r e c o mmendations to lead authors for more consistent assessment and
reporting. In: Guidance Papers on the Cross Cutting Issues of the Third
Assessment Report of the IPCC [Pachauri, R., T. Taniguchi, and K.
Tanaka (eds.)]. World Meteorological Organization, Geneva,
Switzerland, pp. 33–51.

M o s s , R.H. and S.H. Schneider, 1997: Characterizing and communicating
s c ientific uncertainty: building on the IPCC second assessment. In:
Elements of Change [Hassol, S.J. and J. Katzenberger (eds.)]. Aspen
Global Change Institute, Aspen, CO, USA, pp. 90–135.

M u r p h y, A.H. and R.L. Wi n k l e r, 1984: Probability forecasting in meteorology.
Journal of the American Statistical Association, 79, 489–500.

Murty, N.S., M. Panda, and J. Parikh, 1997: Economic development, poverty
reduction, and carbon emissions in India. E n e rgy Economics, 1 9 , 3 2 7 – 3 5 4 .

Myneni, R.B., G. Asrar, C.D. Keeling, R.R. Nemani, and C.J. Tucker, 1997:
Increased plant growth in the northern high latitudes from 1981 to 1991.
Nature, 386, 698–702.

Nordhaus, W.D., 1994a: Expert opinion on climatic change. American
Scientist, 82, 45–52.

Nordhaus, W.D., 1994b: Managing the Global Commons: The Economics of
Climate Change. MITPress, Cambridge, MA, USA, 239 pp.

Nordhaus, W.D., 1992: An optimal transition path for controlling greenhouse
gases. Science, 258, 1315–1319.

N o r d h a u s , W.D., 1991: To slow or not to slow: the economics of the greenhouse
effect. Economic Journal, 101, 920–937.

N o r d h a u s , W.D. and J. Boyer, 1999: Requiem for Kyoto: An economic analysis
of the Kyoto Protocol. The Energy Journal, Special Issue—The Costs of
the Kyoto Protocol: A Multi-Model Evaluation, 20, pp. 93–130.

N o r d h a u s , W.D. and Z. Yang, 1996: RICE: a regional dynamic general
e q u ilibrium model of optimal climate-change policy. A m e r i c a n
Economic Review, 86(4), 741–765.

Oppenheimer, M., 1998: Global warming and the stability of the west
Antarctic ice sheet. Nature, 393, 325–332.

Overpeck, J.T., R.S. Webb, and T. Webb III, 1992: Mapping eastern North
American vegetation change over the past 18,000 years: no analogs and
the future. Geology, 20, 1071–1074.

Parikh, J. and S. Gokarn, 1993: Climate change and India’s energy policy
options: new perspectives on sectoral CO2 emissions and incremental
costs. Global Environmental Change, 3, 3.

P a r i k h , J.K. and K.S. Parikh, 1998: Accounting and Valuation of
Environment: Vol. II, Case Studies from the ESCAP Region. Economic
and Social Commission for Asia and the Pacific Region, United Nations,
New York, NY, USA.

P a r i k h , J.K. and K.S. Parikh, 1997: Accounting and Valuation of Enviro n m e n t :
Vol. I, APrimer for Developing Countries. Economic and Social Commission
for Asia and the Pacific Region, United Nations, New York, NY, USA.

Parmesan, C., 2001: Butterflies as bio-indicators for climate change impacts.
In: Evolution and Ecology Taking Flight: Butterflies as Model Systems
[Boggs, C.L., P.R. Ehrlich, and W.B. Watt (eds.)]. University of Chicago
Press, Chicago, IL, USA, (in press).

Parmesan, C., 1996: Climate and species’range. Nature, 382, 765–766.
Parmesan, C., T.L. Root, and M. Willig, 2000: Impacts of extreme weather

and climate on terrestrial biota. Bulletin of the American Meteorological
Society, 81, 443–450.

Parmesan, C., N. Ryrholm, C. Stefanescu, J. Hill, C. Thomas, H. Descimon,
B. Huntley, L. Kaila, J. Kullberg, T. Tammaru, W.J. Tennent, J.A.
Thomas, and M. Warren, 1999: Poleward shifts of butterfly species
ranges associated with regional warming. Nature, 399(6736), 579–583.

Parry, M. and T. Carter, 1998: Climate Impact and Adaptation Assessment.
Earthscan Publications, London, United Kingdom, 166 pp.

Parry, M. and M. Livermore, 1999: A new assessment of the global effect of
climate change. Global Environmental Change, Supplementary Issue.
Pergamon Press, New York, NY, USA, 9, S1–S107.

Parson, E.A., 1997: Informing global environmental policy making: A plea for
new of assessment and synthesis. E n v i ronmental Modeling and A s s e s s m e n t ,
2, 267–279.

Parson, E.A. and H. Ward, 1998: Games and simulations. In: Human Choice
and Climate Change, Vol. 3 [Rayner, S. and E. Malone (eds.)]. Battelle
Press, Columbus, OH, USA, pp. 105–140.

P e c k, S.C. and T.J. Te i s b e rg, 1995: Optimal CO2 control policy with stochastic
losses from temperature rise. Climatic Change, 31, 19–34.

Peck, S.C. and T.J. Teisberg, 1994: Optimal carbon emissions trajectories
when damages depend on the rate or level of global warming. Climatic
Change, 28, 289–314.

P e c k , S.C. and T.J. Te i s b e rg, 1992: CETA: a model of carbon emissions
t r ajectory assessment. The Energy Journal, 13 (1), 55–77.

Peterson, A.T. and K.P. Cohoon, 1999: Sensitivity of distributional prediction
algorithms to geographic data completeness. Ecological Modelling, 117,
159–164.

P e t s c h e l - H e l d , G., H.J. Schellnhuber, T. Bruckner, F. Toth, and K.
Hasselmann, 1999: The tolerable windows approach: theoretical and
methodological foundations. Climatic Change, 41(3–4), 303–331.

P i t t o c k , A.B. and R.N. Jones, 1999: Adaptation to what, and why?
Environmental Monitoring and Assessment, 61, 9–35.

Portnoy, P. and J. Weyant (eds.), 1999: Discounting and Intergenerational
Equity. Resources for the Future, Washington, DC, USA, 209 pp.

Precht, H., J. Christophersen, H. Hensel, and W. Larcher, 1973: Temperature
and Life. Springer-Verlag, New York, NY, USA, 779 pp.

Raiffa, H., 1968: Decision Analysis: Introductory Lectures on Choices under
Uncertainty. Addison Wesley, Reading, MA, USA, 309 pp.

Ravetz, J.R., 1986: Usable knowledge, usable ignorance: incomplete science
with policy implications. In: Sustainable Development of the Biosphere
[Clark, W. and R.E. Munn (eds.)]. Cambridge University Press,
Cambridge, United Kingdom and New York, NY, USA, pp. 415–432.

Ray, A. 1984: Issues in Cost-Benefit Analysis: Issues and Methodologies.
Johns Hopkins University Press, Baltimore, MD, USA, 176 pp.

Ringius, L., T.E. Downing, M. Hulme, D. Waughray, and R. Selrod, 1996:
Climate Change in Africa—Issues and Challenges in Agriculture and
Water for Sustainable Development. Report 1996-08, CICERO, Oslo,
Norway, 179 pp.

Rodríguez-Trelles, F. and M.A. Rodríguez, 1998: Rapid micro-evolution and
loss of chromosomal diversity in Drosophila in response to climate
warming. Evolutionary Ecology, 12, 829–838. 

Rodríguez-Trelles, F., M.A. Rodríguez, and S. M. Scheiner, 1998: Tracking
the genetic effects of global warming: Drosophila and other model systems.
C o n s e rvation Ecology, 2 ( 2 ). Available online at http://www. c o n s e c o l . o rg /
Journal/vol2/iss2/art2/.

Rodríguez-Trelles, F., G. Alvarez, and C. Zapata, 1996: Time-series analysis
of seasonal changes of the O inversion polymorphism of Drosophila
s u bobscura. Genetics, 142, 179–187.

Root, T.L. and S.H. Schneider, 1995: Ecology and climate: research strategies
and implications. Science, 269, 331–341.

R o s e n , S., 1974: Hedonistic prices and implicit markets: product diff e r e n t i ation
in pure competition. Journal of Political Economy, 82, 34–55.

R o s e n b e r g , N.J. (ed.), 1993: Towards an integrated impact assessment of
c l imate change: the MINK study. Climatic Change (Special Issue), 24,
1–173.

Rosenzweig, C. and M. Parry, 1994: Potential impact of climate change in
world food supply. Nature, 367, 133–138.

Rosenzweig, C. and F.N. Tubiello, 1997: Impacts of global climate change on
Mediterranean agriculture: current methodologies and future direction—
an introductory essay. Mitigation and Adaptation Strategies for Global
Change, 1(3), 219–232.

R o t h s c h i l d , M. and J.E. Stiglitz, 1973: Some further results in the measurement
of inequality. Journal of Economic Theory, 6, 188–204.

Rotmans, J. and H. Dowlatabadi, 1998: Integrated assessment modeling. In:
Human Choice and Climate Change, Vol. 3 [Rayner, S. and E. Malone
(eds.)]. Battelle Press, Columbus, OH, USA, pp. 291–378.

Saether, B.-E., 1997: Environmental stochasticity and population dynamics of
large herbivores: a search for mechanisms. Trends in Ecology and
Evolution, 12, 143–149.

Schneider, S.H., 1997: Integrated assessment modeling of global climate
change: transparent rational tool for policymaking or opaque screen hiding
value-laden assumptions? Environmental Modeling and Assessment,
2(4), 229–248.

141Methods and Tools



S c h n e i d e r, S.H., 1983: CO2, climate and society: a brief overview. In: Social Science
R e s e a rch and Climate Change: In Interd i s c i p l i n a ry A p p r a i s a l [Chen, R.S., E.
Boulding, and S.H. Schneider (eds.)]. D. Reidel, Boston, MA, USA, pp. 9–15.

S c h n e i d e r, S.H., K. Kuntz-Duriseti, and C. A z a r, 2000: Costing non-linearities,
surprises, and irreversible events. Pacific and Asian Journal of Energy,
10(1), 81–106.

Schneider, S.H., B.L. Turner, and H. Morehouse Garriga, 1998: Imaginable
surprise in global change science. Journal of Risk Researc h , 1 ( 2 ) , 1 6 5 – 1 8 5 .

S c h o e m a k e r, P.J.H., 1991: When and how to use scenario planning: a heuristic
approach with illustration. Journal of Forecasting, 10, 549–564.

Semenov, M.A. and J.R. Porter, 1995: Climatic variability and modeling of
crop yields. Agricultural and Forest Meteorology, 73, 265–283.

Sen, A., 1985: Commodities and Capabilities. Professor Dr. P. Hennipman
Lectures. North Holland, Amsterdam, The Netherlands.

Smith, F.A., H. Browning, and U.L. Shepherd, 1998: The influence of climate
change on the body mass of woodrats Neotoma in an arid region of New
Mexico, USA. Ecography, 21(2), 140–148.

Smith, V.K., 2000: JEEM and non-market valuation. Journal of Environmental
Economics and Management, 39, 351–374.

Sparks, T.H. and P.D. Carey, 1995: The responses of species to climate over
two centuries: an analysis of the Marsham phenological record,
1736–1947. Journal of Ecology, 83, 321–329.

Srinivasan, T.N., 1994: Human development: a new paradigm or reinvention
of the wheel? American Economic Review, 84(2), 238–243.

S t o c k w e l l , D.R.B. and I.R. Noble, 1991: Induction of sets of rules from animal
distribution data: a robust and informative method of data analysis.
Mathematics and Computers in Simulation, 32, 249–254.

S u l l i v a n , R.M. and T.L. Best, 1997: Best effects of environment of phenotypic
variation and sexual dimorphism in Dipodomys simiulans (Rodentia:
heteromyidae). Journal of Mammalogy, 78, 798–810.

Ta k a h a s h i , K., Y. Matsuoka, and H. Harasawa,, 1998: Impacts of climate change
on water resources, crop production, and natural ecosystems in the Asia and
Pacific region. Journal of Global Environment Engineering, 4 , 9 1 – 1 0 3 .

Tessier, L., F. Guibal, and F.H. Schweingruber, 1997: Research strategies in
dendroecology and dendroclimatology in mountain environments.
Climatic Change, 36(3–4), 499–517.

Timmermann, A., J. Oberhuber, A. Bacher, M. Esch, M. Latif, and E.
Roeckner, 1999: Increased El Niño frequency in a climate model forced
by future greenhouse warming. Nature, 398, 694–696.

Titus, J. and V. Narayanan, 1996: The risk of sea level rise: a delphic Monte
Carlo analysis in which twenty researchers specify subjective probability
distributions for model coefficients within their respective areas of expertise.
Climatic Change, 33(2), 151–212.

Tiwari, P. and J. Parikh, 1997: Demand for housing in the Bombay metropolitan
region. Journal of Policy Modelling, 19(3), 295–321.

To l , R.S.J., 1999a: New Estimates of the Damage Costs of Climate Change. Part
I: Benchmark Estimates. Working Paper D99-01, Institute for Environmental
Studies, Vrije Universiteit, Amsterdam, The Netherlands, 32 pp.

To l , R.S.J., 1999b: New Estimates of the Damage Costs of Climate Change. Part
II: Dynamic Estimates. Working Paper D99-02, Institute for Environmental
Studies, Vrije Universiteit, Amsterdam, The Netherlands, 31 pp.

Tol, R.S.J., 1999c: The marginal costs of greenhouse gas emissions. The
Energy Journal, 20(1), 61–81.

Tol, R.S.J., 1999d: Time discounting and optimal control of climate change—
an application of FUND. Climatic Change, 41(3–4), 351–362.

To l , R.S.J., 1997: On the optimal control of carbon dioxide emissions: an application
of FUND. E n v i ronmental Modeling and A s s e s s m e n t, 2 , 1 5 1 – 1 6 3 .

To l , R.S.J. and S. Fankhauser, 1998: On the representation of impact in
i n t egrated assesment models of climate change. Environmental Modeling
and Assessment, 3, 63–74.

Tol, R.S.J. and A.F. de Vos, 1998: A Bayesian statistical analysis of the
enhanced greenhouse effect. Climatic Change, 38, 87–112.

Toth, F., 2000a: Decision analysis frameworks in TAR: a guidance paper for
IPCC. In: Guidance Papers on the Cross Cutting Issues of the Third
Assessment Report of the IPCC [Pachauri, R., T. Taniguchi, and K.
Tanaka (eds.)]. Intergovernmental Panel on Climate Change, Geneva,
Switzerland, pp. 53–68.

To t h , F.L., 2000b: Intergenerational equity and discounting. I n t e g r a t e d
Assessment, 2, 127–136.

Toth, F.L., 1992a: Policy implications. In: The Potential Socioeconomic
Effects of Climate Change in South-East Asia. [Parry, M.L., M. Blantran
de Rozari, A.L. Chong, and S. Panich (eds).]. United Nations
Environment Programme, Nairobi, Kenya, pp. 109–121.

Toth, F.L., 1992b: Policy responses to climate change in Southeast Asia. In:
The Regions and Global Warming: Impacts and Response Strategies
[Schmandt, J. and J. Clarkson (eds).]. Oxford University Press, New
York, NY, USA. pp. 304–322.

To t h , F.L., 1988a: Policy exercises: objectives and design elements.
Simulation & Games, 19(3), 235–255.

To t h , F.L., 1988b: Policy exercises: procedures and implementation.
Simulation & Games, 19(3), 256–276.

Toth, F.L., 1986: Practicing the Future: Implementing the “Policy Exercise”
C o n c e p t. Working Paper 86-23, International Institute for A p p l i e d
Systems Analysis, Laxenburg, Austria, 31 pp.

To t h, F.L., T. Bruckner, H.-M. Füssel, M. Leimbach, G. Petschel-Held, and H.-J.
S c h e l l n h u b e r, 1997: The tolerable windows approach to integrated assessm e n t s .
In: Climate Change and Integrated Assessment Models: Bridging the
G a p s — P roceedings of the IPCC Asia Pacific Workshop on Integrated
Assessment Models, United Nations University, Tokyo, Japan, Marc h
10–12, 1997 [Cameron, O.K., K. Fukuwatari, and T. Morita (eds.)].
National Institute for Environmental Studies, Tsukuba, Japan, pp. 403–430.

T v e r s k y, A. and D. Kahneman, 1983: Extensional versus intuitive reasoning: the
c o njunction fallacy in probability judgment. Psychological Review, 9 0 ,293–315. 

Tversky, A. and D. Kahneman, 1974: Judgment under uncertainty: heuristics
and biases. Science, 185, 1124–1131.

UNDP, 1990: Human Development Report. United Nations Development
Programme, Oxford University Press, New York, NY, USA.

UNEP, 1996: UNEP Handbook on Methods for Climate Change Impact
Assessment and Adaptation Strategies (draft). Atmosphere Unit of
United Nations Environment Programme, Nairobi, Kenya.

Uvarov, B.P., 1931: Insects and climate. Royal Entomology Society of London,
79, 174–186.

van Asselt, M. and J. Rotmans, 1995: Uncertainty in Integrated Assessment
Modelling: A Cultural Perspective-based Approach. GLOBO Report
Series No.9, RIVM, Bilthoven, The Netherlands.

van Daalen, E., W. Thissen, and M. Berk, 1998: The Delft process: experiences
with a dialogue between policymakers and global modellers. In: Global
Change Scenarios for the 21st Century. Results from the IMAGE2.1
Model [Alcamo, J., E.Kreileman, and R. Leemans (eds.)]. Pergamon
Press, Oxford, United Kingdom, pp. 267–286.

van der Heijden, K. 1998: Scenario planning: scaffolding disorganised ideas
about the future. In: F o recasting with Judgment [ Wright, G. and P. Goodwin
(eds.)]. John Wiley and Sons, Chichester, United Kingdom, pp. 549–572.

Varian, H., 1992: Microeconomic Analysis. W.W. Norton, New York, NY,
USA, 3rd. ed., 506 pp.

Vo g e l , R.B., H. Egger, and F.H. Schweingruber, 1996: Interpretation of extreme
tree ring values in Switzerland based on records of climate between 1525
and 1800 A.D. Vierteljahrsschrift der Naturforschenden Gesellschaft in
Zuerich, 141(2), 65–76.

Wa n g , J. and L. Erda, 1996: The impacts of potential climate change and climate
variability on simulated maize production in China. Water, Air, and Soil
Pollution, 92, 75–85.

WBGU, 1995: Scenarios for the Derivation of Global CO2 Reduction Targets
and Implementation Strategies. German Advisory Council on Global
Change, Bremerhaven, Germany.

Weiser, W. (ed.), 1973: Effects of Temperature on Ectothermic Organisms.
Springer-Verlag, New York, NY, USA, 298 pp.

Weitzman, M.L., 1998: Why the far distant future should be discounted at its
lowest possible rate. Journal of Environmental Economics and
Management, 36, 201–208.

We y a n t , J., O. Davidson, H. Dowlatabadi, J. Edmonds, M. Grubb, E.A. Parson,
R. Richels, J. Rotmans, P.R. Shukla, and R.S.J. Tol, 1996: Integrated
assessment of climate change: an overview and comparison of approaches
and results. In: Climate Change 1995: Economic and Social Dimensions of
Climate Change. Contribution of Working Group III to the Second
Assessment Report of the Intergovernmental Panel on Climate Change
[Bruce, J.P., H. Lee, and E.F. Haites (eds.)]. Cambridge University Press,
Cambridge, United Kingdom and New York, NY, USA, pp. 367–396.

Methods and Tools142



White, A., M.G.R. Cannell, and A.D. Fried, 1999: Climate change impacts on
ecosystems and the terrestrial carbon sink: a new assessment. Global
Environmental Change, Supplementary Issue, 9, S21–S30.

Wi g l e y, T., R. Richels, and J.A. Edmonds, 1996: Economic and environmental
choices in the stabilization of atmospheric CO2 concentrations. Nature,
379(6582), 240–243.

Woodward, F.I., 1987: Climate and Plant Distribution. Cambridge University
Press, Cambridge, United Kingdom and New York, NY, USA, 174 pp.

Woodward, F.I., T.M. Smith, and W.R. Emanuel, 1995: A global primary
p r oductivity and phytogeography model. Global Biogeochemical Cycles,
9, 471–490.

Wright, G. and P.Ayton, 1992: Judgmental forecasting in the immediate and
medium term. Organizational Behavior and Human Decision Processes,
51, 344–363.

Yohe, G., 1997: Uncertainty, short term hedging and the tolerable window
approach. Global Environmental Change, 7, 303–315.

Yohe, G., 1996: Exercises in hedging against the extreme consequences of
global change and the expected value of information. G l o b a l
Environmental Change, 6, 87–101.

Yohe, G. and M. Jacobsen, 1999: Meeting concentration targets in the post-
Kyoto world: does Kyoto further a least cost strategy? Mitigation and
Adaptation Strategies for Global Change, 4, 1–23.

Yohe, G. and F.Toth, 2000: Adaptation and the guardrail approach to tolerable
climate change. Climatic Change, 45, 103–128.

Yohe, G., D. Montgomery, and P. Bernstein, 2000: Equity and the Kyoto
Protocol: measuring the distributional effects of alternative emissions
trading regimes. Global Environmental Change, 10, 121–132.

Yohe, G., T. Malinowski, and M. Yohe, 1998: Fixing global carbon emissions:
choosing the best target year. Energy Policy, 26, 219–231.

Yoshino, M. and H.P. Ono, 1996: Variations in the plant phenology affected by
global warming. In: Climate Change and Plants in East Asia [Omasa, K.,
H. Kai, Z. Taoda, and M. Uchijima (eds.)]. Springer-Verlag, Dordrecht,
The Netherlands, 93–107.

Zeidler, R.B., 1997: Climate change vulnerability and response strategies for
the coastal zone of Poland. Climatic Change, 36, 151–173.

143Methods and Tools




	EXECUTIVE SUMMARY
	2.1. Introduction
	2.2. Detection of Response to Climate Change by Using Indicator Species or Systems
	2.3. Anticipated Effects of Climate Change
	2.4. Integrated Assessment
	2.5. Methods for Costing and Valuation
	2.6. Characterizing Uncertainty and “Levels of Confidence” in Climate Assessment
	2.7. Decision Analytic Methods and Frameworks
	2.8. Conclusion
	References

